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INTRODUCTION

The amazingphenomenasubsumedunder "learning," all-
important in the later stages of the evolution of life and in

man's struggles to solve his problems, have been objects of

close study for decades (but only for decades:) by experi-

mental and theoretical psychologists. In the last few years

an explosion of interest and effort has been directed towards

revealing something of the mechanisms responsible at physio-

logical and lower levels.

It should not be surprising or discouraging that the

result today, and doubtless for years to come, is a bag of

eels -- a slippery assortment of data and interpretation that

is now questionably relevant, now dubiously established, and

at best difficult to evaluate. Learning surely represents

one of the highest mysteries of nature. Taking learning to-

gether with other aspects of human and animal behavior, and

considering the corollary achievements of its substrate, the

nervous system (e.g., in sensory discrimination, recognition,

motor coordination, etc.), we may regard that system with some

awe. Certainly the behavioral machine is the most complex

of natural systems, but for systems of such systems, i.e.,

social groups. The nervous mechanism thus occupies a unique

position in accounting for the manifestations of life. Al-

though difficulty in interpreting fragments of the picture

is to be expected by its nature, serious research effort is

justified by the significance of the problem.

The explosion of interest in a deeper understanding

of the processes of learning cannot wait for advances in basic

neurophysiology to provide adequate insight. Work on several

levels must go forward simultaneously. Because of the in-

herent intricacy of the problem, an understandable stratagem,

although fraught with its own difficulties, is the widespread

effort to analyze the simplest examples of learning. One

hopes thereby to avoid much of the adventitious and corollary

complexity of advanced examples, to reduce the variability

that might accompany greater elaboration, or, in any case, to

find basic common denominators of the mechanisms as distinct

from superimposed and derived features. What follows will

illustrate how rocky is the path even to such relatively

modest goals.

Like other work Session reports, the present summary

attempts neither a systematic or didactic account of what is

known nor a review of the relevant literature. Instead, this

report reflects the aims of the work Session itself: to
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examine the heuristic opportunities presented by a number of

promising preparations or simplified systems, to examine the

results and conceptual questions that experimental design can

illuminate, and thus indirectly to stimulate the discovery of

new and favorable materials for the study of mechanisms under-

lying learning.

The Work Session as a medium does not generally permit

organized or comprehensive treatment and its scintillae are

peculiarly elusive. The mode of harvesting attempted here is

a blend of narrative reporting and selective exposition,

strongly influenced by subjective factors in the abstracting,

writing and editing. To this the NRP Staff contributed

greatly but THB must be held accountable.
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I. THE COMPARATIVE STUDY OF LOWER ANIMALS

The strategy of analyzing learning in simple systems

involves two broad classes of tactics: one may look at in-

stances of learning in intact, relatively simple animals, or

in fragments or simplified systems of either lower or higher

animals. This section deals with the first of these alter-

natives.

We should like to know several things: Is there

learning and if so what is it like in lower forms? What species

are likely to be favorable for closer study? In what ways has

learning evolved? Can one part of the nervous system be im-

plicated in particular? Partial answers to all these questions

are available though they are not explicit or specific enough

to be satisfying.

Neither the Work Session nor this report can pretend to

review the literature, especially concerning comparative studies

of lower groups. The interested reader is referred to Warden,

Jenkins and Warner (1936), Thorpe (1963a), Thorpe and Davenport

(1965), and the bibliographies of these works. A selective sur-

vey of some of the available information is given below, follow-

ing some extracts of the Work Session discussion.

A major conclusion of the Work Session, reinforced by

testimony from various authors, is that we would be mistaken if

we expected to find some sort of unitary function representing

learning in all phyla and all organisms. All organisms do show,

to a greater or lesser extent, adaptability to their environment,

an ability to modify behavior adaptively in response to certain

kinds of stimulation; but the kinds of modifiability available

to them differ. It is still an open question whether there are

only a few or a good many different basic kinds of learning,

especially in terms of the mechanisms involved. However,

habituation, sensitization, reactive inhibition, associative

hysteresis, conditioned inhibition, avoidance conditioning, in-

strumental conditioning, classical conditioning, one-trial

learning, insight learning, and imprinting, to name some of the

phenomena that invite the name "learning," are so diverse in

character that the assumption of a single mechanism seems un-

justified without positive evidence. Obviously, intensified

comparative study in this area is needed.

Chorover pointed out the importance of comparative study

of etholoqy which, in addition to its intrinsic interest, pro-

vides clues to the behavioral repertoire of the several species

that should dictate the kind of experimental investigations to
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be done. Eachorganism possessescertain behavioral limitations
set by its performancecapabilities; perhaps someanimals are
more suitable than others for the study of neural and biochemi-
cal mechanismsin learning.

To Chorover, trying to define a certain phylogenetic
point at which learning first begins is like trying to decide
at which point a child begins to think. Both tasks are diffi-
cult, if not impossible.

Even if one cannot identify a particular stage in evo-
lution at which learning began, it can be asserted that learning
evolved toward a greater role in behavior in higher forms, speak-
ing broadly of the whole range of animal groups. Questions
about the meaningof this generalization were raised by several
WorkSession participants. Generally, however, they were not
answered, since the available factual knowledgeof a compara-
tive nature, though bulky, is inadequate for manyanimal groups
and is often not really comparable in diverse animals. Weneed
newdata on each of the types of learning, with tasks chosen
quite knowingly for the given species. Do lower forms need more
trials than higher? Do they tend to generalize more? Do they
extinguish morequickly? Can they learn fewer discriminations?
Along what dimension do the tasks that higher animals can per-
form increase in difficulty?

Eisenstein asked, as an exampleof the problem con-
fronting us in this area: How does one compare the learning

ability of an earthworm with that of a rat? Since their re-

ceptor and effector mechanisms are not at all alike, it is

difficult to differentiate between what represents learning

ability per se and what represents the response limitations

imposed by a given receptor and effector system. He suggested

the use of electrophysiological endpoints, equating the different

organisms in terms of electrical input and spike response down

an output nerve. Having equated the input and output parameters,

one could ask how the integration of these two occurs as a func-

tion of a number of manipulations. Then, by systematically using

the procedures for producing generalization, discrimination, ex-

tinction, habituation, and learning, one could observe how these

principles change as a function of increasing structural com-

plexity.

Bullock raised the question whether there is a phylo-

genetic trend in the degree to which the nervous system works

by deterministic as opposed to a probabilistic control. He

believes there is a great deal of each form of control. The

stretch-receptor neuron and its inhibitor in the crayfish, for
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example, cannot be very probabilistic since every inhibitory
impulse that arrives has a decisive effect with only a small
a/rLount of play. But in other systems where the behavior of

the single unit is less reliable than the complete behavior --

say a pianist reading a note, or a dog responding to a learned

tone -- the total behavioral response cannot be predicted from

the response of any unit we know of now; it then seems proper

to speak of a probabilistic determination of the output. Bullock

thinks that learning takes place in more than one of these

classes; since mechanisms might be different in the simple deter-

ministic system and in a probabilistic system, different ap-

proaches might be required toanalyze them. This raises the

whole crucial and complex problem of localization of learning,

i.e., of finding the place worth analyzing.

chorover felt there would be more deterministic systems

in lower organisms. Asked by Tauc whether he considers a

plastic system more unpredictable, Bullock replied that plas-

ticity does not mean unpredictability; it might be built in as

a consistent property.

Schmitt asked whether there is any structural charac-

teristic not seen below a certain invertebrate level that might

indicate roughly the boundary within which a certain kind of

learning occurs. Strumwasser suggested that as a general char-

acteristic, complexity of neuronal branching may parallel learn-

ing ability. Bullock added that the flatworms may be strate-

gically significant because a drastic change in type of neuron

and histological organization occurs in them as compared to

simpler groups; one might thus expect a comparable change in

level or type of learning, cohen questioned the significance

of the ganglionated aspect of structural evolution such as first

appears in the flatworm.

A question related to the development of memory in

lower groups concerns the extent of mitotic stability among

neurons. Do we know whether neurons of coelenterates are under-

going mitosis, where in phylogeny mitotic stability begins, and

whether it has something to do with learning? In fact do we

really know that neurons in higher organisms are not undergoing

mitosis? We know that in lower animals, mitosis in the CNS

occurs at those postnatal stages that are just a continuation of

the individual's development. In earthworms, the cells in the

brain increase in number for weeks after hatching, and then

stabilize. But even in mammals, the new work of Altman (1967)

(using uptake of labeled thymidine) shows considerable neuro-

genesis even in the adult brain, including areas like the

hippocampus (implicated in memory processes). Considerable
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plasticity exists in the numbers of neurons found in a given

nucleus under influences such as growth hormone or environ-

ments impoverished or enriched in sensory stimuli.

Finally, during the general discussion, Edelman asked

whether any inbred "idiot insects" exist that might be useful

tools for study, cohen reported that Manning (personal communi-

cation_ in Edinburgh, is inbreeding "fast" and "slow" cock-

roaches designated according to their motor tendencies. Caution,

of course, is required because it is well-known that certain

tasks that we might set are unsuitable and cannot be learned.

Dogs, for example, seem very bright when asked to learn that

a tone of i000 cps means food and another, very slightly differ-

ent, means none, but appear stupid if asked to learn that i000

cps means food in a certain place in the room and a considerably

different tone means food in a different place (Konorski). Rats

readily learn the sequence of turns right, right, left, left,

in a spatial maze but cannot learn this task in very many more

trials in a temporal maze (Hunter, see Woodworth and Schlosberg,

1964). We do not have universal test tasks that are "fair,"

nor do we have sufficient insight into given species to know

what tasks each should be able to solve. A basic difficulty

thus exists in comparing learning ability especially as be-

tween different families, orders, and higher categories.

Protozoa

Turning to a brief survey of data on selected groups of

animals, some remarks may first be made on the Protozoa. More

extended reviews of the evidence for nervous structures and for

learning are to be found in Bullock and Horridge (1965),

McConnell (1965), Gelber (1965), and Jensen (1965). In sum,

there is no satisfactory evidence for structures specialized

for conduction or coordination of behavior (mainly ciliary

locomotion). But there is evidence of learning, defined

broadly (see Section VII, below) even after discounting many

reports. Plavilstshikov (1928) reported that the colonial

ciliate Carchesium could be conditioned by pairing touch and

light for an average of 139 +_ 25 trials. Strict controls of

all the types recognized in Section VIII, below, may not be

fully satisfied but the case cannot now be dismissed. Older

studies showing, for example, adaptive increase in body-wall

flexibility, conform to virtually all recent definitions of

learning, though of course not to conditioning. HabituatiQn

is described in recent unpublished reports on Stentor coeruleus

(C.M. Harden, Scientific Engineering Institute, Waltham, Mass.)

and spirostomum (P.B. Applewhite, Yale Univ.). Jennings' (1915)

classical work and that of other pioneer authors should not be
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overlooked, for mixed with behavioral changes attributable to

environment or to fatigue and the like, is evidence of in-

ternal change. To Bullock, the case for behavioral alteration

in Paramecium lasting for i0 hours or more, and not attribut-

able to environment, injury, or the other exclusions listed

below (see p. 182), seems stronger than ever after the trials

by fire in recent years. Under suitable conditions, Paramecium

shows "reactive inhibition" when forced several times to turn

to the same side at the choice point in a narrow T-shaped

channel. That is, it tends to respond to a free choice by

turning toward the other, non-forced side. Explanation of

this behavior requires the assumption of some kind of memory

(Rabin and Hertzler, 1965).

Gelber's (1965) experiments appear to demonstrate learn-

ing in some form (as in Section VII, below) though it is hard

to specify which. Her basic experiment depends on the tendency

of Paramecium to avoid a clean platinum wire and to aggregate

at a source of bacterial food. Repeatedly dipping a platinum

wire baited with bacteria into the ciliate culture constitUtes

a series of trials. After 15 trials, a clean wire dipped into

the culture attracts Paramecium up to and beyond i0 hours later.

Controls seem to have accounted for the imaginable possibilities

of environmental change. However, since one feels less rapport

with these animals, one can be less confident that all desirable

controls have been thought of. Without specific reasons, some

of the Work Session participants were unwilling to take the

position that pro tem a case has been made for a property re-

lated to learning in protozoans; others, however, were willing

and the problem as in the next few groups became a subjective

matter of betting on horses.

Coelenterates

The coelenterate nervous system, the simplest known,

has invited much anatomical and physiological study (Bullock

and Horridge, 1965). But there is remarkably little work

directed at the question: Can coelenterates learn? Davenport

recounted some recent experiments of Ross (1965) on conditioned

inhibition in sea anemones. Stomphia coccinea has a species-

characteristic response to contact by the sea star, Dermasterias

imbricata; it releases its hold of the substratum and embarks on

an extraordinary bout of swimming movements. It also responds

to mechanical prodding of its base by closing and contracting

down onto the substratum. Pairing these two stimuli a number

of times (with starfish material first and 2 seconds later a

basal disc prod), and then testing with starfish material alone,

none of eight animals showed a swimming response on the first
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test trial. Instead, they contracted, and only slowly resumed
the swimmingresponse as test trials were repeated. Neither
randomsequencenor reverse sequenceof the two stimuli were
used as controls, but Davenport was impressedby the evidence
of plasticity and relative complexity in a form with only a
diffuse nerve net. Bullock added that older evidence of
spontaneouschangesof "mood"or "set" in coelenterates simi-
larly argues for somedegrees of freedombeyonda mere reflex
net. There is, furthermore, strong evidence of habituation
in Hydra (Rushforth, 1965). Davenport underlined the consider-

able degree of specificity of recognition and response in the

sea anemone Calliactis parasitic a, which detects passing hermit

crabs, exchanges information between its foot and tentacles,

releasing its foot, reattaching its foot to the crab shell,

and then releasing its tentacles. No learning need be invoked

at present, but this preparation may be worth further study.

Another preparation is Stoichactis, an anemone that

commonly has several specimens of a small species of fish

living among its tentacles. These fish are not stung by their

host but if they are brought into contact with almost any other

kind of anemone, they will be seized, stung, and frequently

eaten. Likewise, Stoichactis will seize and sting any other

fish that come into contact with it, including, at times, fish

of the partner species that have been maintained in isolation

from the anemone ("unacclimated" fish). Davenport and Norris

(1958) have demonstrated that mucus from the fish raises the

threshold of discharge of the host's nematocysts. It has been

claimed by some observers that the host anemone "recognizes"

not just any fish in the privileged species, but only those

individuals that have been living in association with it.

However, controlled experiments demonstrating this are not at

hand. McCleary thought this a critical point, because if it

is the species that is recognized, one might assume an innate

predisposition exists, but if recognition takes place on an

individual basis, it might be an instance of learning. The

current researches of Mariscal (1965) have given no evidence

that a change is required in the anemone during the process

that has occurred when an unacclimated fish, after making con-

tact gingerly with its host, finally is no longer stung. It

would appear that only a reflex change in skin secretion in the

fish is necessary for protection to occur. However, unpub-

lished studies by Blosch seem to indicate that in the estab-

lishment of some anemone-fish partnerships, a "Change-of-state"

in the anemone may be involved.

To date, no evidence is available that the sort of

long-term storage of previous experience that may be defined
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as learning exists in coelenterates; if such a phenomenonas
conditioning exists, it should be looked for amongforms with
as specific and yet complicated behavior as Calliactis or

stomphia.

Platyhelminthes

Flatworms, especially fresh-water triclads of the

group of planarians, have been objects of much attention and

controversy in the last few years. The reviews of McConnell

(1965) and Jacobson (1963, 1965) are very useful, although

written by protagonists; critiques by Jensen (1965) and Bennett

and Calvin (1964) do not deal with the bulk of the literature

and in many respects are more vulnerable than the first named.

Older experiments are reviewed in Warden, Jenkins, and Warner

(1936), Hyman (1951), and Bullock and Horridge (1965), except

for an important rediscovered paper by van Oye (1920). The

details were beyond the scope of the Work Session and had been

examined to some extent at previous N.R.P. conferences. No

review will be attempted in this report, but only a few sum-

marizing statements as seen by the Chairman.

First, in respect to histologically differentiated

ganglia, sense organs, and behavioral repertoire, planarians

are rather poorly endowed compared to their marine relatives,

the polyclad flatworms. But it may be asserted safely that

planarians show environmentally induced alterations in behavior

(not attributable to injury, growth, or acclimation) that persist,

with high statistical significance, for hours, days, and even

weeks. The demonstration of habituation, reactive inhibition

(spontaneous alternation after forced choice of direction),

and conditioned inhibition ("conditioned lethargy") in them

is hardly to be doubted. Instances of classical and in-

strumental conditioning have repeatedly been described, and

at high levels of statistical significance; but attempts at

replication have not always been successful. As with other

animals remote from ourselves, it is difficult to think of all

the conditions that may be important. For example, it has

gradually come to light that planarians may behave erratically

in laboratory-cleaned ware and in small dishes; may exhibit

circadian and possibly semilunar or lunar cycles of reactivity,

interest in food, and "teachability;" may have significant

species differences; may react quite differently to some forms

of punishment (electric shock with a component of polarization)

according to their orientation in the field at the moment; and

may abruptly reverse the sign of some responses. It is under-

standable, then, that results have not been consistent and that

we do not yet appreciate all the environmental, or internal,

factors that influence these creatures.
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The experiments reported on transfer of training by
cannibalism upontrained wormsare moredifficult to summarize
and/or evaluate. Positive results mayrepresent not specific
transfer but rathe_ generalized activity-level or "set" effects.

Annelids

Annelids offer some of the most promising material for

study of learning mechanisms in simple systems. Several kinds

of learning have been demonstrated (Jacobson, 1963, McConnell,

1965) in earthworms and marine polychaetes. The relatively

simple ventral ganglia, composed of only a few hundred neurons,

are nonetheless competent both to retain memories learned be-

fore decapitation and to learn after this operation, which

removes the brain and subesophageal ganglion. As with other

animals, a number of conditions, easily overlooked, can in-

fluence the apparent success in a learning test: earthworms

may learn more quickly at night; some preparations may require

intertrial intervals of only a few seconds; polychaetes differ

from earthworms, and very probably differences may exist among

families of polychaetes because their brains are highly diver-

gent in advancement. In addition, very puzzling data exist on

complexities in sensitization, and in interaction of two si-

multaneous habituation processes; Evans (1965) declares that

proper controls for sensitization have not been run in many

of the chief studies on polychaetes. Being soft-bodied, with

simple unjointed appendages and a limited repertoire of be-

havior, annelids have attracted less physiological study than

arthropods. Nevertheless, their availability, simplicity,

phylogenetic position, learning capacit_ and tolerance of

mutilation suggest that they are well worth new attention.

Echinoderms

Starfish are said by Airapetianz and Sokolov (on the

basis of recent work in the Pavlov Institute in Leningrad) to

be able to learn a Y-maze (choosing arms on the basis of sub-

strate texture), and to be classically conditioned by pairing

light and food. various kinds of persistent behavioral tenden-

cies in righting and escape responses of asteroids and ophi-

uroids were described by Moore (1945) and others (see Warden,

Jenkins and Warner, 1936). It is clear that we do not have

a fair picture of the capacities and limitations of echinoderms

or of many other lower groups in respect to types of learning.
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Molluscs

Molluscs span an enormous range of nervous development

(Bullock and Horridge, 1965) and behavioral complexity, from

the lowly and the sessile forms (chitons, limpets, oysters,

mussels, etc.) to the elaborate, active, highly visual and

quickly teachable cephalopods (squid, cuttlefish, octopus).

The latter are beyond our scope; little can be said relevant

to our theme about plasticity in the lowest forms. But snails

and their allies, especially the pulmonates, are intermediate

and promise useful material. Warden, Jenkins, and Warner (1936)

cite older experiments, some of which point to a very modest

degree of habit formation and of classical conditioning in

pulmonate snails.

Arthropods

Arthropods show several forms of learning (Warden,

Jenkins, and Warner, 1936; Thorpe, 1963a; Thorpe and Davenport,

1965) and will not be considered here as intact organisms; but

in section III, below, simplified preparations are treated.
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II. INTRODUCTIONTO"SIMPLIFIEDSYSTEMS"

"Simple systems" being investigated today, judging from
the studies reported at this Work Session, include not just
lower organismsbut also isolated parts of organisms° Cohen

described the goal of those working with such preparations as

the finding of minimal physiological and anatomical systems

that learn. Beyond this the use of such preparations opens

up the possibility of chemical and other forms of analysis,

and encourages studies of both the ontogenetic establishment

of neural organization and of subsequent changes with exper-

ience. A further attraction for some workers is that efforts

to determine the plastic and labile features of simple sys-

tems may give real insight into how the ordinary business of

the nervous system is carried out and how innate behavior pat-

terns work.

This chapter is concerned with those learning systems

that an experimenter has artificially simplified by destroy-

ing unwanted parts of the nervous system, leaving only those

parts considered relevant. There are two goals to this type

of simplification which, while sometimes difficult to separate,

should be clearly distinguished:

The first goal can be called the reduction of complex-

ity. Learning situations, and indeed animals themselves, are

exceedingly complex. Yet the number of variables relevant to

learning can be reduced by simplifying the nervous system, so

long as the remnant is still capable of learning. This type

of simplification can contribute to conceptual clarity by de-

priving the system of many environmental factors that normally

influence it through their action on certain sensory systems.

Such simplification may also act, as in the studies on cockroach

metathoracic ganglia (see pp. 126-8), by removing inhibitory

mechanisms (in that instance, from the head ganglion) that or-

dinarily mask some of the simpler functions of the system under

study. This first type of simplification, while resulting in

fewer variables acting on the system, makes no claim for iso-

lation of the system.

The second type of simplification has as its goal pre-

cisely the isolation of a system so that all inputs and out-

puts are observable and exhaustively described, even though

mechanisms within the limits of some designated black box are

still unknown. It is obvious that if a biologic system could

be simplified so that all inputs and outputs are known, it

could be more easily manipulated, and a number of mathematical

and other formal models could then become applicable that are
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only relevant to clearly and unambiguouslyisolated systems.

Weintuitively conceive of there being a continuumof
complexity from the intact humannervous system to in vitro
systems. However, Crain's system (see p. 159), despite its
being in vitro, is not as simplified as an isolated system since
its inputs and outputs are unknownat the time of recording.

Another extremely important distinction to be drawn is
that betweenstudies of unit-cell "learning" (of the type re-
ported by Buchwaldet al. (1962,1965) in the spinal cord,
Kamikawaet al. (1964) in the nonspecific thalamus, Olds and
Olds (1961) in single cortical cells reinforced by brain stim-
ulation, Yoshii and Ogura (1960) in reticular formation and
Morrell (1961) in cortex) which belong to the first type of
simplification, and Kandel's studies of the Aplysia abdominal

ganglion cell, (see _ 141) which belong to the second, or iso-

lation type. In all the unit-cell studies, an electrode (us-

ually extracellular) records the spike discharge of a single

cell, which can be treated as the effector system or response

mechanism involved in the learning; and the nature of the in-

puts is not and perhaps cannot be determined.

In contrast to these studies, Kandel's ganglion cell

has a limited number of output and input nerves. The trans-

mission time from the input axon to the output axon can be

used to determine the number of synapses involved. Although

this method may introduce as yet unsuspected errors, it sug-

gests the possibility of recording from a cell with no inputs

other than those under the experimenter's direct control. It

should be emphasized that the nature of the synapse is an open

question, and that presynaptic inhibition remains a possibil-

ity.

The studies of the Adey, Olds,and Morrell type show the

output behavior patterns of individual cells, and in this way

give clues to processing in the nervous system. However, they

do not really permit us to draw conclusions about the neces-

sary conditions for these behavior changes in single cells.

On the other hand, a study of the Kandel type, while it does

provide an isolated system, may not permit generalization of

conclusions to cells in other parts of the Aplysia nervous

system or to other nervous systems, since the isolated cell

may be atypical, and perhaps may not be particularly "intelli-

gent." This inapplicability is particularly true if the ex-

perimental results are negative.

The authors know of no efforts to isolate nervous system
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elements analogous to the Kandel model, using several neurons.
The study of systems larger than one element would obviously
be useful, provided that somemonitoring of the functional
behavior of each element were possible.

As Youngstated in his 1952Ferrier lecture, in general
(but with someimportant exceptions) learning occurs in whole
systems; one does not ordinarily look for learning in a giant
axon or even in giant synapseswith one-to-one conduction.
Youngstressed rightly, in Cohen'sview, that interesting
kinds of behavioral modifiability generally involve manyneu-
rons, often small and highly branched. Thus, in trying to
look for a simple system that manifests learning, one is im-
mediately caught in a paradox: If the system is sufficiently
simplified anatomically, e.g., downto a giant axon or syn-
apse, it maylose its behaviorally interesting characteris-
tics, i.e., its plasticity or modifiability with use or dis-
use. Onehopes to find a system that has sufficient units to
produce interesting behavior but few enoughto permit their
interactions to be monitored. Oneof the various ways to ap-
proach this objective is to take an animal or part of an ani-
mal with knownbehavioral modifiability and to removeor ab-
late parts to see how far it can be simplified and still main-
tain that behavior. For example, the headless cockroach prep-
aration of Horridge (see p. 122) has been used to determine
howsmall a bit of the ventral nerve cord can showavoidance
conditioning.

The technique of ablation brings with it logical prob-
lems, someof which cameup for discussion at the Work Ses-
sion. At first glance, "ablation logic" seems quite simple:

If a selected behavior survives an ablation, one may say the

region removed is not necessary for that behavior and that

the remainder is adequate. However, when performance fails,

one cannot say that the region removed is competent to learn,

or that the remainder is incompetent. Closer approximation

in actual cases often becomes quite difficult, due to secon-

dary effects, traversing pathways, age-dependence, assumption

of functions by the opposite side or other remaining struc-

tures, temporary shock-like effects, or interference with in-

put, output, drive, alertness, and the like.

Nervous system preparations can be simplified by re-

ducing the complexity of the input resulting from a stimulus,

or by reducing the complexity of effector systems available

for respons_ or by reducing the extent of the central tissue

available to intervene. No one has tried to find the smallest

sensory area required in the Horridge cockroach preparation
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or the requirement, if any, for a specific modality of affer-
ent input; but it seemslikely to Hoyle from the experience
to date that the input required is a small fraction of the
sensory axons serving one leg.

The question of how small a part of the nervous system

can learn is the basis for considerable controversy. The

methodological problems for an informative answer are formid-

able. If one implies by the question that the given part must

be surgically isolated from the rest of the CNS, as in the ex-

amples just discussed, then the isolation itself may so alter

the natural capabilities -- by withdrawing tonic input, for

example -- that actual localization may be missed. If the

question implies, instead, that one must find the minimal num-

ber of units that can display learned activity, as recorded

with microelectrodes, then the significance of results depends

on one's distance from the final efferent path. There, the

unit response will reflect both the learned act and the par-

ticipation of ancillary structures. Concerning the electro-

physiological interpretation of the question, a number of in-

vestigators studying electrical activity in single nerve cells

or simple networks are finding changes that they consider to

be a form of conditioning or learning.

The problem of defining learning is at the base of the

question of minimal learning preparations; it, too, was given

considerable attention at the Work Session (see Section VII,

below).

Are there parts of nervous systems that cannot learn?

The answer is thought to be yes. But there is too little es-

tablished evidence for us to be able to say, for example, that

the spinal cord or any other region that is not very special-

ized cannot learn. Despite the methodological problems in-

volved, new work in this area would be worthwhile°
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III. SIMPLIFIED SYSTEMS IN ARTHROPODS

As a reservoir of material for study, the Arthropoda,

the largest and most diverse phylum, are of outstanding im-

portance. They include the crustaceans, insects, arachnids,

and their allies. These are mostly small animals and are re-

garded as having relatively few nerve cells (roughly in the

range of 105-106 , perhaps only 104 in minute insects). Their

nervous system is generally subdivided into a string of bead-

like ganglia, mostly concerned with the inputs and outputs of

individual segments, each more or less equivalent to the

others, hence offering ready-made simplification. Although

these animals have a behavioral repertoire strikingly wider

than the lower phyla, their behavior is predominantly stereo-

typed. Phenomena suggestive of learning seem to be a be-

havioral veneer, and are possibly rather simple in type.

Many arthropods noted for availability, amenability to

experimentation, and for economic importance, such as the in-

sects, have been the focus of past study. In the future, both

insects and the more neglected arthropods such as crustaceans

and arachnids are bound to yield new preparations of special

value, such as Horridge's cockroach leg-lifting preparation.

It would be a mistake to assume a priori that this prepara-

tion is representative of this large and diverse phylum, how-

ever.

Preparation of Horridqe

In 1962 Horridge showed that a headless cockroach or

locust, or even a part of the insect consisting of only one

pair of legs (with its associated muscles, nerves, and gang-

lion), can exhibit behavioral changes satisfying the criteria

of instrumental or operant conditioning (see Section VII).

His original experimental design consisted of mounting the

animal or preparation over water so that if the leg were al-

lowed to extend it would touch the water, complete a circuit,

and receive a mild electric shock. After some minutes of in-

termittently self-applied shocks, the leg remains flexed so

that it does not touch the water. The period of flexion grows

longer with repeated stimulation. To control for the possi-

bility that this activity is due simply to shock repetition,

Horridge arranged pairs of animals such that one, the so-called

P animal, received a shock only when its leg was in a certain

position, and the other, the random (R) or control animal, re-

ceived the same shocks but, of course, in no consistent rela-

tion to its leg position. Only the P animal learns to flex

its leg; the R animal does not, and may even become more prone
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to make"mistakes" with time.

This simple experiment has attracted attention as one
of the most promising bases for fresh work on the intimate
correlates and essential conditions for learning. It is a
simplified system, probably involving a small numberof neu-
rons -- a few score to a few hundred at most -- yet it is not
so reduced as to appear irrelevant to manyworkers (Eisenstein
and Cohen, 1965). It does act in a labile and seemingly com-

plex way. Despite the promise of this preparation, however,

improvements in methods of handling and selection are needed

since at present predictability is poor, variance between

specimens is great, and the useful life of the preparation is

little more than a day. Eisenstein says that an isolated

ganglion that has been trained rarely lasts more than 1-3

days, but if isolated and left alone, a ganglion may remain

viable for as long as i0 days.*

At the Work Session, Hoyle reported on his own work, an

elaboration of the studies begun by Horridge, on a simplified

locust preparation. Hoyle utilizes what he calls an "electro-

neuropilo_ram (ENG)," a microelectrode recording of multiple

units showing extracellular activity by which he can identify

ganglionic sites associated with specific motor discharge.

Electromyograms made from the leg are correlated with the ENG

and also with electrical stimulation at another site. This

correlative technique is difficult to use and Hoyle admits

that experience is helpful in determining the appropriate part

of the neuropile to examine for these correlated potentials.

He showed an ENG associated with stimulation applied to giant

* Recently, Eisenstein (unpublished observations) has investi-

gated the effects of various lesions in the CNS on shock avoid-

ance learning using a modified Horridge preparation in which

one prothoracic leg serves as the "P" leg and its contralat-

eral mate as the "R" leg. With this preparation it is pos-

sible to record both "P" and "R" leg positions during train-

ing eliminating the need to run a test period and thus abol-

ish the effects of training. The results to date with this

preparation indicate that decapitated animals (i.e., ventral

nerve cord or an isolated prothoracic ganglion) give larger

differences between P and R legs than those with a head. If

only the brain is removed, leaving the sub-esophageal and

prothoracic ganglia joined, the P-R difference is abolished

as both legs flex rapidly to the initial shocks and main-

tain their flexion. (Eisenstein)
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axons of the cord; the efferent impulses to muscle are seen
as vigorous bursts at first, but after several repetitions they
fade and disappear. Hoyle explains this as a positive inhi-
bition of ENGthat maylast for hours; he considers it to be
habituation, although he admits morework is neededto clarify

this.

Employing the locust, Hoyle has identified the muscle

involved in the leg-raising experiments as the coxal adductor.

When the whole animal is trained to flex its leg in order to

avoid a shock, electromyograms recorded in this muscle show

a small spontaneous discharge before learning that markedly

increases after learning. Having identified the pertinent

muscle, Hoyle then studied the headless locust, which is fixed

in wax in such a way that no proprioception is produced by leg

movement. Recording from this muscle, which has a single ex-

citatory axon, he used a spontaneous fall in frequency of

action potentials (judged by the investigator) as a signal

to apply an electric shock to a sensory nerve (Hoyle, 1965).

If the signal is judged properly and the shock is not too

strong, conditioning occurs, as shown by an increased average

frequency of action potentials.

In a more refined experiment, the tendon was cut and

attached to a device recording the tension developed in the

muscle. A sufficient change in tension was taken as a signal

to apply stimulation. By either method, after a number of

repetitions of an appropriate shock, suitably timed (apparent-

ly a certain level of skill is required), the average muscle

activity due to the single excitatory axon increases to a new

plateau. The fluctuating level of this tonic activity drops

occasionally but there are increasingly longer intervals be-

tween drops. If the investigator raises the demand level for

average activity, after a few shocks the mean activity rises

so that again fewer shocks are required. In this way, an

initial average frequency of i0 muscle action potentials per

second can be raised to a level of 50 per second by progres-

sively demanding higher levels, a few minutes to a level

(Fig. i). This can be reversed: with a high mean frequency,

the shocks can be applied when momentary increases occur,

whereupon the average frequency gradually decreases. By

stages, the tonic activity of the muscle can be completely

inhibited. Spontaneous inhibition sometimes causes temporary

difficulty, but the mean frequency tends to return to the

level at which the inhibition started. The effect of chang-

ing the average level of activity cannot be obtained simply by

administering a given number of randomly timed shocks; in fact

this is likely to make true instrumental conditioning more
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Figure 1. Maximum rate of "learning." Results of an experiment on the right

metathoracic anterior coxal adductor of S. _p'egaria in which shocks (indicated by

arrows) were applied to the leg at carefully judged moments, when an otherwise

rising frequency started to fall appreciably compared with the previous 5-10 sec

period. Electrical signals are intracellularly recorded junctional potentials;

depolarization is downward. Background frequency at start was 6/sec. After 11

selectively timed shocks applied over a period of less than 4 min the background

was raised to 20/sec. Upper trace: small downward pulses indicate every 10th

pulse, larger artifacts coincide with print-out every 10 sec. The smaller poten-

tials of opposite polarity are hyperpolarizing pulses, but they cause mechanical

enhancement, not inhibition. [Hoyle, 1966].
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difficult. The responses can be maintained at a given demand

level by giving an occasional shock unless the demand level

is very high, in which case there is more variation in fre-

quency.

Hoyle went a stage further and took the muscle with its

ganglion out of the animal to create an isolated preparation

consisting of the metathoracic ganglion, the crural nerve, and

the anterior coxal adductor muscle (Fig. 2). The source of

stimulation and the force transducer were attached as before.

It was found that "tweaking" the muscle with microforceps had

the same effect as electric shock. Recordings from this prep-

aration showed the same sort of activity as was seen in the

previous headless animal preparation. Stimulation of t_e

crural nerve when the frequency starts to decrease results in

an increase which is maintained for longer periods of time.

The discharge of one motor unit does not seem to be cor-

related with activity in any other unit. That is, the learn-

ing experience of the anterior coxal adductor of the right

metathoracic ganglion has almost no effect on the left meta-

thoracic or either of the mesothoracic ganglia. Likewise, the

presence of these other ganglia does not seem to interfere

with the activity under observation. However, the experiment

cannot be done well with the head attached because of an in-

hibitory influence and spontaneous bursts of excitation. Under

present methods the isolated metathoracic preparation lives

about 4 hours, after which spontaneous activity declines and

then stops.

Hoyle believes his work indicates the possibility of a

relatively long-term frequency change (many minutes) in the

output from a single neuron induced by a simple sort of in-

strumental conditioning.

It is noteworthy that the instrumentally conditioned

frequency can be either raised or lowered at will by a form

of stimulation quite analogous to reinforcement. These re-

sults open up various avenues of new inquiry, and several ob-

vious directions seem quite within the range of possible de-

velopment, for example: reducing still further the sensory

input, finding the most effective modality and pattern of in-

put and of background state or stimuli, quantifying the minimal

input, and experimenting with means to extend the life of the

preparation.

Aranda and Luco (1966) found that in the isolated meta-

thoracic segment which has developed the avoidance conditioning
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Figure 2. The isolated preparation (right, metathoracic anterior coxal adductor

muscle). Principal positions of the stimulating electrodes used in eliciting res-

ponses are indicated. A single excitatory axon (E) and a single inhibitory-

conditioning axon (I-C) innervate the muscle. [Hoyle, 1966].
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posture, a nervous pathway with a synapse in that ganglion

lowers its resistance to single stimuli to a preganglionic

trunk (see Luco's preparation, below) and that spontaneous

activity is higher in the trained side.

RNA Chan@es in Injured Neurons

Cohen reported on a special direction of new inquiry

that grew out of work similar to that on learning in thoracic

ganglia in roaches (Eisenstein and Cohen, 1965), namely,

studies of RNA changes in the neuron soma following injury to

the axon (Cohen and Jacklet, 1965). In the attempt to map

arthropod ganglia (that is, identify a given cell body with

a given peripheral axon in the leg nerve by use of the classic

vertebrate chromatolysis technique), Cohen confirmed the find-

ings of others (Hess, 1958; Wigglesworth, 1960) that arthro-

pods, like most invertebrates, do not have Nissl bodies (size-

able clumps of ribosomal RNA layered on dense laminae of endo-

plasmic reticulum, that stain with basophilic dyes). Instead,

arthropods have many ribosomes uniformly dispersed throughout

the cytoplasm but very little endoplasmic reticulum. However,

when Cohen examined i0_ sections of cockroach ganglia prepared

within 12 hours after injury to a leg nerve and stained with

a new pyronine-malachite green stain for RNA developed by

Baker and Williams (1965), an aggregation and increase in RNA

in the nerve cells was found -- in effect a reverse chroma-

tolysis (see Fig. 3).

The nerve cell bodies of the arthropod ventral nerve

cord are in a rind around the periphery of the ganglion sur-

rounding the neuropile core. A transverse section through the

metathoracic ganglion, for example, shows bilaterally matched

pairs of cells; the ganglia are quite symmetrical. If the axon

of one peripheral nerve is cut, its cell body can be compared

to the contralateral mate with an intact axon. What is seen

in the cell body of an injured axon, as early as 12 hours after

injury, is a dense ring which appears around the nucleus. The

control cell shows only a slight area of staining around its

nucleus. These dense areas are accumulations of cytoplasmic

RNA granules which appear as a solid band in the maximum state

of response, about 2 days after injury.

Another interesting finding in an injured cell is a dis-

placement of the nucleus from its normally central location in

the cytoplasm to an eccentric location near the point where

the axon emerges from the cell body. This displacement is not

seen until about 3 weeks after injury.
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Figure 3. Matched central nerve cell bodies of a bilaterally symmetrical pair

from the metathoracic ganglion of the cockroach Periplaneta americana. Stain is

pyronine-malachite green to show cytoplasmic RNA. The axon of the cell on the

right was cut 48 hours previous to fixing the ganglion; the axon of the matched cell

on the left was left intact as a control. Note the dense ring of basophilic material

in the perinuclear cytoplasm of the injured cell [Cohen and Jacklet, 1965].
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In order to determine whether the RNA seen in the ring

is newly produced or is previously existing cytoplasmic RNA

drawn to a new locus in the cell, Cohen injected radioactive

uridine around the ganglia of the animals at varying stages

during the ring formation. Results of this work showed some

of the RNA to be newly formed. Autoradiographs and pyronine

staining of alternate thin sections revealed similar distri-

butions of RNA in the cell, that is, in the nucleus, in the

heavy ring outside the nucleus, and (very little) in the peri-

pheral cytoplasm. There is a very short critical period dur-

ing which label can be incorporated in the ring -- around 24

hours after injury plus or minus 2 or 3 hours. If the radio-

active uridine is injected at other times, it is simply incor-

porated into the nucleus and then rather uniformly dispersed

in the cytoplasm. Cohen is sure that the RNA does not move

down the axon; rather, he believes the label is confined in

the cell body.

When this material is examined with the electron micro-

scope, it is seen to be essentially the same as vertebrate Nissl

substance. An increase in endoplasmic reticulum heavily

studded with ribosomes is visible in the area of the ring; this

is practically absent from normal cockroaches. What is ac-

tually seen is a heavy preponderance of what are called "poly-

ribosomes," rosettes of ribosomes which are indicative of pro-

tein synthesis. Within 2 weeks, the whole response disappears

and the axon begins to regenerate. Cohen therefore interprets

this RNA response as preparation for protein synthesis asso-

ciated with regrowth of the injured axon.

These changes in injured cell bodies are so consistently

and easily recognizable that Cohen is able to map the cells of

the ganglia by cutting one nerve at a time and observing which

cells show changes in response to injury. In an ongoing ex-

perimental series, nerves are injured at specific muscles in

the expectation that association can be made between a specific

nerve cell body and a specific muscle. So far about 53 moto-

neurons over 20_ in diameter have been identified and numbered.

(See Fig. 4.) In observing these maps, the cellular symmetry

in opposite halves of a ganglion is striking. Most cells send

their axon out just one peripheral nerve and almost all are

on the ipsilateral side. The cells for the muscle studied by

Hoyle, the coxal adductor, so far cannot be identified indi-

vidually but only as members of a small group of cells. It is

not yet clear whether cutting a small branch of the axon will

trigger the RNA ring reaction.

In relating this work to learning, Cohen described his
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Figure 4. Cell map of the metathoracic ganglion of the cockroach Periplaneta

americana. Reconstructed from 10_t serial sections. The solidly shaded cells

send their axons out nerve trunks of the corresponding shading. The open shading

shows the matching cells of the opposite side. Roman numerals indicate the num-

ber of peripheral nerve trunks. [Cohen and Jacklet, in press].



132 Simple Systemsfor Study of Learning

collaboration with Eisenstein, whohas refined the preparation
to a single ganglion and the two legs it innervates, one leg
of which serves as the experimental or "P" leg and the other
half as the control or "R" side. The results of RNAanalysis
on these ganglia are as yet inconclusive, but it seemsthat
use alone produces rings.

Prgparation of Luco

Another cockroach preparation, though approached quite

differently, is that used by Luco (1964, et seq.). Cockroaches

normally clean their antennae by pulling each one down to the

mouth parts with the aid of an anterior leg. If the first

pair of legs is amputated, the cockroach is unable to clean

its antennae at first; but after 8 to i0 days it learns 6o do

so (Fig. 5). Luco has shown that while the roach apparently

learns to use its middle legs to manipulate its antennae, this

is not the actual learned act, since a cockroach with its

front legs removed, if fastened with its back down, is im-

mediately able to clean its antennae with its middle legs.

Evidently the animal actually learns to stand on three legs

placed so that the center of gravity is inside the tripod,

freeing the fourth leg for cleaning. Thus, a postural act is

learned, and not a manipulative skill.

If the forelegs of a fairly young cockroach are cut,

they will grow back. When this occurs, the animal that has

learned to clean with its middle legs will resume the normal

practice of cleaning with its forelegs. If these regrown fore-

legs are then removed (even up to 20 days after the use of

forelegs has been resumed), the animal immediately is able to

use the middle legs without the period of learning that was

required after the first amputation. This seems to be evidence

for a retention of this learned maneuver.

Roeder reported that the attempts to duplicate these

results using a different species, Periplaneta americana failed;

the roaches never learned to use their middle legs for clean-

ing after foreleg amputation. Luco thinks this may be a species

difference and cites observations (personal communication) by

B. H. Smith in F. O. Schmitt's M.I.T. laboratory, to the effect

that Periplaneta americana from Boston are able to bring the

antennae to the palps for cleaning by using the antennae muscles

without the help of the legs.

Luco reported an electrophysiological correlate of the

cockroach learning. Stimulating a preganglionic connective

and recording from a branch of a peripheral nerve containing
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Figure 5. The performance of cleaning the antenna. A: normal cockroach: the

antenna is brought to palps with one foreleg. B: 3 days after removal of the

two forelegs: unsuccessful efforts to catch the antenna with one middle leg. C: 20

days after the same operation: antenna is pulled down with one middle leg [Luco,
1964].
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a small number of motor axons, he found that i0_ of normal

roaches show a rather labile efferent response with an initial

deflection at about 4 msec latency. A similar response is

given by preparations made from roaches whose forelegs have

been amputated within the last few days, but not the 8 or i0

days needed to learn the compensatory skill. But nearly all

preparations respond if made from roaches that have had 8 or

i0 days to recover and to show the learned skill; the initial

deflection is earlier, at about 2 msec, and is much less labile

(Fig. 6). Luco believes that this consistent difference in

electrophysiological properties is relevant to learning (Fig.7),

but he has no definite proof of this. The electrical response

observed in cockroaches fastened on their backs for i0 days is

not modified by cutting the forelegs at the beginning of that

period (Davidovich et al., 1966). After regeneration of the

forelegs in free animals and resumption of the normal method of

cleaning, i00_ of the cockroaches present a labile response,

i.e., there is partial return to normal. (In only i0_ of

normal cockroaches is a labile response observed.) In addition,

after forelegs were severed in cockroaches with regenerated

forelegs, the response appeared in only 3-4 days instead of

the 8-10 days needed by the normal roaches. Therefore, Luco

concludes the savings mentioned above in such animals are stored

in this transmission mechanism for at least 20 days during which

no reinforcement is present.

Chorover cited Luco's experiment regarding the antenna-

cleaning response of cockroaches with amputated forelegs as a

good example of the general dictum that close analysis is

needed to determine the specific response made to a given as-

pect of the stimulus. Chorover suggested that the problem of

properly relating stimulus and response has implications for

electrophysiological studies as well. It cannot be immediately

assumed that a given electrophysiological property is due to

the aspect of the situation that may have caught our attention.

For example, Schiller and chorover (1966a) have found that

amplitude and latency of visual evoked responses correlate with

the physical intensity of the stimulus and not with the per-

ceived brightness. Whatever the definition of learning, one

always infers and never directly observes that learning has

occurred. The inference is made on the basis of behavior; in

that sense learning is a hypothetical construct that we build

to relate the input and output characteristics of a behaving

organism. But it is not always apparent how to distinguish

between learning and a more general change in performance. The

general and specific results of any treatment, from the crude

intervention of amputation to the subtle effects of drugs, may

separately alter an animal's learning and its ability to per-

form.
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Figure 6. Delay characteristics of responses from a normal insect and from a

roach with its forelegs amputated twelve days before. Stimulating and recording

electrodes as in Fig. 5. A: normal cockroach; B: operated cockroach. At A, two

single units are active. At B, three units (as demonstrated during fatigue) are

responding at the same time. Calibration: 200pV. Time: msec [Luco, 1964].
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Figure 7. Time course of behavior and electrophysiological phenomena in the

cockroach without the two forelegs. The curve with the standard errors represents

the progressive behavioral improvement. Abscissae, days after removal of the

two forelegs. Ordinate (at left),conventional scale to measure the ability to per-

form. The open columns represent the ganglionic delay measured in msc (ordinate

at right). A lower curve shows percentage of cases presenting output-signals

(ordinate at right) [Luco, 1964].
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McCleary agreed with these points and added that the

cockroach experiment is a good learning experiment because it

deals with a nearly intact animal, it does not drastically

interfere with the nervous system, and it takes advantage of

soemthing the animal normally does. This preparation should

therefore be exploited further.

Another type of preparation may be mentioned because

it deserves new study. Sch6ne (1965) has shown the quantita-

tive dependence of postural responses of crustaceans upon the

summation of amount of input from mechanoreceptors such as the

statocysts. This input depends on the weight of the statoliths

which are renewed at each molt, gradually increase with size

of the animal, and probably fluctuate from molt to molt enough

to affect the input. A central adjustment of the transfer

functions or calibrations may be reasonably suggested. The

ability to do this is demonstrated in Sch6ne's work on recovery

from the initial disorientation due to injury of the statocyst

nerve of one side. Perhaps widespread in arthropods is a re-

learning by operant conditioning after each molt of the weight-

ing functions assigned to many receptors. All sensory hairs

and other exoskeletal organs are shed and renewed, doubtless

with some degree of mechanical alteration. As a first-order

experiment, at least, it would be interesting to see whether

postural reflexes are restored if a statolith deficit or

excess occurs (by molting or experimental intervention) and

the animal is deprived of relearning experience (for example,

by being suspended).
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IV. SIMPLIFIEDSYSTEMSIN MOLLUSCS

Amongthe manypossible preparations in the phylum
Mollusca, only one has received muchattention recently, name-
ly the parietovisceral ganglion of the marine opisthobranchiate
gastropod Aplysia ("sea hare"). Although extensive work on

learning has been done in cephalopods, it is excluded here on

grounds of complexity.

The paired ganglia of the gastropod nervous system

typically include: a pair of cerebral or supraesophageal

ganglia, a pair of buccal ganglia, a pair of pleurals receiv-

ing connectives from the cerebral and pedal ganglia and the

visceral loop, a pair of pedal ganglia, a supraintestinal

ganglion andsubintestinal ganglion, a pair of parietal gang-

lia, and a visceral ganglion. These are more or less concen-

trated in different species by shortening of their connectives

to various degrees. In Aplysia all are close together except

the abdominal or parieto-visceral ganglion, which lies far

from the circumpharyngeal ring, well-surrounded by connective

tissue and housing about i000 nerve cells of the approximately

i0,000 in the whole central nervous system.

Biological Clock Studies of Strumwasser

One of the modern A_Dlysia studies that has a bearing

on our theme is Strumwasser's. In isolated Aplysia abdominal

ganglia kept alive for several days in seawater, he has studied

neuronal clocks that can store information as to the time of

the last resetting of a circadian timekeeper. "Store" in this

case is not a static memory but a dynamic process of keeping

track of the fraction of a cycle elapsed since the last setting

or its circadian "anniversary." A certain identifiable gang-

lionic cell has been shown to exhibit consistently a circadian

rhythm of spontaneous firing: there is a peak and a trough

of activity during each 24-hour period. Regardless of when

the animal is killed and the ganglion removed, these will be

found at a predictable phase relative to the animal's prior

light-dark regime. This cell can be entrained by a shifted

light-dark regime; it will continue to wax and wane in this

rhythm as long as the isolated ganglion survives. In

Strumwasser's experiment, a group of animals is kept under

one regime; each day at various times a preparation is made

from one of them, each preparation surviving about 2 days.

The cells are impaled and the microelectrodes maintained in-

tracellularly for long periods of observation of electrical

activity.
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In the standard procedure the animals are kept in con-
stant light for one weekbefore the conditioning or resetting
regime. During this time the activity peaks are broad and
low, forming roughly a sine waveof 12 hours of depressedand
12 hours of enhancedactivity. The imposeddark-light cycle
(for about 2 days) produces changesboth in form and in phase.
The form changeis from a broad peak to a sharp peak of 2 to
3 hours. The phasing or synchronization changecauses about
85%of the cells in the isolated ganglion to peak whenthe
light would have comeon, while 5%peak whenit would have
gone off, and 10%peak at both times.

Whenthe activity of the cells is studied over a long
time, the oscillation is seen to have a 2-weekperiod, which
lags slightly behind the time of high tide at the locality
where the specimenswere collected. There is a daily 10-
minute deviation, with confidence limits of about 2 minutes
for the 95%level.

Whenthe light schedule is shifted 4 hours earlier, 4
days are required before the animals are synchronized with
the new schedule. But even after one cycle of the newdark-
light regime there is an indication that somethinghas changed
in the behavior of the nerve cell. To Strumwasserthis is an
important exampleat the cellular level of a presumably gene-
tically prepared, predisposed behavioral program that can be
modified by experience and can store a record of this exper-
ience in the reset phase.

Onepossible explanation of this phenomenon was that

the cell counts the spikes in its output over a long time

period and initiates the depression after a certain number of

impulses, in this way generating a clock mechanism. However,

this explanation was ruled out by hyperpolarizing the cell

so that the pacemaker could not cause spikes; the expected

rhythm nonetheless came through in pacemaker potentials.

The possibility that other pacemaker cells act as in-

ternal inputs to the cell and possibly determine the rhythm

was considered, but inputs from other cells are visible as

synaptic potentials and none of these systematically changes

in frequency in a circadian rhythm.

Several procedures can alter the peak's appearance. By

applying temperature pulses of about i0 ° rise during the pro-

jected dark period, there is an acceleration of the appearance

of the peak. When the temperature pulses are stopped, there

is a higher latent peak. This is interpreted as being
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displaced activity; Strumwasserthinks he has accelerated the
"message," either by synthesis or release mechanisms.

The activity peak can also be chemically manipulated by

injecting materials into the cell. Potassium sulfate has no

effect on the frequency of spike output. But an equivalent

amount of injected chloride produces a flattening of the post-

burst hyperpolarization; the cell stops bursting for 15 min-

ute_ then returns with an overshooting response of post-burst

hyperpolarization that decreases as bursts begin. This sug-

gests that chloride is important in generating the hyper-

polarization between bursts.

Actinomycin-D is well known to bind with DNA and prevent

the formation of messenger RNA. When actinomycin-D is in-

jected in about the same amount as potassium sulfate during

the dark period, it seems to release immediately the peak

that was to have occurred at the dark-light transition. In

order to maximize the amount of time available to analyze the

results of actinomycin injection, Strumwasser took an intact

animal conditioned for i0 days with a light-dark cycle, re-

moved the ganglion after the time of a normal peak, impaled

the cell, and within one-half hour injected actinomycin. A

weak effect, releasing a burst was seen. However, on the

second day the peak was synchronized with the time of the

actinomycin injection instead of occurring at the previously

normal time.

It is Strumwasser's tentative hypothesis that a mes-

sage is produced, presumably by the nucleus and possibly via

messenger RNA. The product ultimately produced by the en-

zymes thus synthesized, then depolarizes the cell either by

interacting with the inside of the membrane or by traversing

the membrane and interacting with the outer surface.

Puromycin and ribonuclease do not shift the phasing

(they only temporarily block the expression of bursting), but

they do depolarize the cell for about 12 hours. Schmitt con-

sidered this effect on the cell to be of great significance

in view of the growing evidence that the electrogenic molecules

which gate ion passage through the membrane are protein or

conjugated protein capable of fast conformation change (Schmitt,

1967). Agranoff wondered whether the actinomycin ultimately

destroys the cell. In many in vivo applications, the organism

dies as a result of actinomycin-D treatment.

Strumwasser has done some analysis of the DNA content

of the cells and finds about 50 thousand times more DNA than



Neurosciences Res. Prog. Bull., Vol. 4, No. 2 141

has been found in the cells of mammals.

Finally, he reported experiments to determine the re-
lative amountsof RNAin cells using acridine orange and DNAase
with ultraviolet irradiation. Hehopes this technique will
showwhether during the cell's activity cycle the uridine
movesout of the nucleus at sometime related to the activity
peak.

Conditioning Studies of Kandel

Kandel described work on Aplysia with Tauc in Paris,

continued more recently in collaboration with Frazier and

Waziri. The general plan is to see whether a series of stim-

lus-patterning sequences, derived from conditioning paradigms

and useful in generating learning and complex behavior im in-

tact higher animals, might be fruitfully applied to the cells

of the isolated ganglion. He has studied both classical and

instrumental conditioning.

The classical conditioning paradigm consists of taking

two stimuli of differing efficacy -- an "unconditioned" stim-

ulus (US) that is effective in triggering a response, and a

"conditioned" stimulus (CS) that is not initially effective.

By pairing these two stimuli repeatedly in the order CS-US,

one finds an increase in efficacy of the initially ineffec-

tive CS, and thereby produces classical conditioning. Ap-

plying this paradigm to the isolated ganglion, Kandel records

from a single cell and stimulates two different nerves lead-

ing to the ganglion, varying the stimulus intensity and se-

lecting two purely excitatory inputs. The efficacy of the

two pathways is controlled so that one (which he calls the

"test stimulus") produces only a small synaptic potential;

this is the analog of the conditioned stimulus, CS. The stim-

ulus to the second pathway (which he calls the "priming

stimulus", although in the classical conditioning paradigm

it follows the "test" stimulus) is more effective and produces

a larger synaptic potential and a train of spikes; it is the

analog of the unconditioned stimulus, US (Fig. 8 ). The ques-

tion to be asked is: What is the response obtained from stim-

ulating the first pathway alone (the less effective input)

after it has been followed repeatedly and intermittently by

the second input?

For most of the cells observed, the effect of the weaker

input alone is not significantly enhanced after being repeated-

ly followed by the stronger input, using different relative

efficacies. However, some effect of input pairing was found
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CONDITIONING PARADIGMS AND

CELLULAR NEUROPHYSIOLOGICAL ANALOGUES
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Figure 8. The relationship of the stimulus sequences of the type 1 and type 2

conditioning paradigms to the cellular analogs. The left part of this figure des-

cribes the type 1 procedure, the right part the type 2 procedure. The top

section of the figure illustrates a conventional statement on the paradigm. The

middle section illustrates how these statements can be applied to the isolated

ganglion using electrical stimuli instead of behavioral ones. The bottom section

indicates the intracellular recorded indices that have been used as the response

in these cellular analogs. [Kandel].
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Figure 9. Heterosynaptic facilitation. The experimental arrangement is indicated

in the inset. The test stimulus was a single shock to the left connective, the

priming stimulus a single shock of stronger intensity to the right connective.

Parts 1 and 2 illustrate the control response to the test and priming stimulus

respectively before pairing. Parts 3 to 5 show changes in the test PSP following

5.5 rain, 9.5 rain and 10 rain of pairing (33, 57, and 60 pairing trials respectively).

Note that the augmentation in the test PSP has also produced a slight facilitation in

the response to the priming stimulus. Parts 6 to 8 illustrate the decline in the

test PSP in the 10 minutes following pairing. The action potentials have been

retouched. [Kandel].
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in a small number (15) of unidentified cells located in the

right upper quadrant of the ganglion and in the giant cell

also located in this quadrant. Figure 9 is an example of this

early work in which an unusually long period of pairing was

used and only a single strong stimulus served as the "priming

stimulus" (US). Trial pairs were given every i0 seconds, with

the weaker stimulus preceding the stronger by about 200-500

msec. After about 5½ minutes of pairing (33 trials), a slight

increase was seen in the first synaptic potential. After

about 9½ minutes, in addition to the larger synaptic poten-

tial, there was also a local response; and after i0 minutes,

spikes were triggered. When the pairing was stopped, after

about 20 minutes, the synaptic potential slowly began to de-

crease; it returned to its control value in another i0 minutes.

Since the increased response to the weaker, first stimulus is

attributable to the antecedent activity of previous trials,

it can be called "facilitation," whether or not it is specific

to pairing; since the two stimuli are given to different pre-

ganglionic nerves, it is called "heterosynaptic."

It was possible to obtain more effective facilitation

with fewer pairing trials by using a train of stimuli as the

stronger "priming" stimulus rather than a single shock. Since

the percentage increase in the synaptic potential was the

significant dependent variable, and not the presence or ab-

sence of spikes, precautions were also taken to prevent spiking.

This permitted an accurate measure of changes in excitatory

postsynaptic potential (EPSP) amplitude throughout a wide

range. With these modifications in technique, it was possible

to observe among the unidentified cells that a small test syn-

aptic potential (analog of conditioned response) increased an

average of two-fold in amplitude in 16 to 30 pairing trials,

then returned to control value within an average of 9 minutes

after pairing. In three cases control experiments were run

with variations in pairings and in these cells the effect was

seen to be due to the concomitant pairing of the two inputs

and did not occur if the two inputs were not paired. In three

additional cases a specificity to paired input was demonstrated.

However,'_ackward conditioning" (US then CS) and random timing

of US and CS were not tried.

In the "giant" cell, one of the readily identifiable

cells of the ganglion, a much more detailed study of a form

of heterosynaptic facilitation was undertaken. Facilitation

in the giant cell differed in several ways from that in the

unidentified cells: i) optimal facilitation required fewer

pairing trials (3-9) for maximum effectiveness; 2) the facil-

itation was larger (100% - 700%) and lasted longer (up to 40
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minutes) than that seen amongthe unidentified cells; 3) it
wasnot specific to pairing or to paired input. The sensiti-
zation controls showthat almost comparablefacilitation is
obtained without sending in the weaker input each time. In-
termittent reinforcement maylengthen the time neededfor ex-
tinction in the giant cell. Heterosynaptic facilitation in
the giant cell could also be produced by a natural stimulus
(i.e., stroking the skin, which causes a brisk discharge in
the giant cell) following a weak electrical stimulus to one
of the connectives.

In view of the large size and ready accessibility of
the giant cell, Kandel wasable to look into the cellular

mechanism underlying the facilitation found in this cell. He

found no change in the membrane resistance of the cell. He

suggested that the change occurs in the input to the cell,

either by an increase in the excitatory drive or by a decrease

in inhibition. Disinhibition was excluded by poisoning the

ganglion with curare without destroying "facilitation."

(Tauc and Gerschenfeld (1962) have shown that inhibition in

the ganglion is almost entirely cholinergic.) It would seem,

then, that there is an increase in the excitatory drive to the

cell which could result from either more units coming into

the weaker (CS) pathway or from an increase in the efficacy

of the same units. Kandel noted that careful comparison of

postsynaptic potentials from different nerves before and after

facilitation showed that notches on the rising phase of com-

plex excitatory postsynapticpotentialsare facilitated. He

suggested that this may be due to a presynaptic facilitation;

that is, an interaction between the US pathway and the CS

pathway. The US pathway would not only form a synapse on the

postneuron (from which he records), but would also send a

branch that makes functional contact with the presynaptic ter-

minals of the CS input and controls the amount of transmitter

substance released per impulse°

To test this hypothesis Kandel developed criteria for

monosynaptic inputs to a giant cell and consistent with this

hypothesis showed that this type of facilitation could occur

in an elementary monosynaptic EPSP. The alternative mechanism

of heterosynaptic post-tetanic potentiation, although less

likely, could not be completely excluded.

The proposed presynaptic mechanism of heterosynaptic

facilitation is only applicable to the nonspecific form of

facilitation. The mechanism for the specific form is still

undetermined but a nonspecific presynaptic facilitation could

exhibit specificity if the axon terminals in some of the
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unidentified cells would undergo facilitation only whenthey
themselves had been invaded by an action potential somesev-
eral hundredmilliseconds before the impingementof the "prim-
ing" stimulus. Specificity could also be conferred by means
of appropriate convergenceand divergence in a complexneural
circuitry.

Turning to the study of the instrumental conditioning

paradigm, Kandel described experiments in which he recorded

from an identifiable cell that bursts in a fairly regular

manner. In accordance with the definition of this type of

conditioning, stimulation is applied contingent upon some

activity that the cell manifests of its own accord from time

to time. In the present case, two types of contingency could

be specified, according to the timing of the stimuli: con-

tingency A, in which the stimulus arrives at the beginning of

the naturally occurring burst and causes an earlier appear-

ance of the next burst_ and contingency B, in which the stim-

ulus is applied during the quiet period and causes a lengthen-

ing of that period. Burst generation in these cells appears

to be endogenous, but this endogenous rhythm can be modulated

by neural input. Kandel points to the contingency-specific ef-

fects of intercollated stimulation as suggestive of an operant

conditioning analogy. In some cells there is a buildup of ef-

fect ever a number of stimulations and in some there is a per-

sistence of the altered interburst interval for many cycles

(up to 30 minutes) after the last stimulation. In addition

to contingency-specific effects, which were obtained with weak

stimuli, it was readily possible to produce prolonged non-

specific effects (lasting i0 to 20 minutes) with strong non-

contingent stimuli.

In discussion, the question arose whether the contin-

gency-A experiments constituted instrumental conditioning.

Kandel explained that the burst is the contingency and the

reinforcement is applied as soon as the burst occurs. Chorover

likened contingency A to positively reinforced operant respond-

ing, in which the frequency of response increases (i.e., inter-

response interval decreases) with reinforcement. Contingency

B appears comparable to a "punishment" situation in which re-

sponse probability decreases (or inter-responseinterval in-

creases) when the response is followed by an aversive stimulus.

The trouble with the latter analogy is that to parallel the

behavioral findings, the stimulation should have a comparable

(or even greater) suppressing effect when it is administered

during (rather than after) the burst response. In the absence

of such findings, a simpler, proactive interference (inhibi-

tion?) effect seems to account adequately for observations

made under contingency B.
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Habituation Studies of Tauc

Tauc reported on work with Bruner (1964,1965,1966)

involving habituation in ADlvsia. When drops of water are

allowed to fall on its head, the animal contracts. However,

if this is repeated several times at 30-second intervals, the

response becomes less and less. If the animal is allowed to

rest for i0 minutes, dishabituation occurs, i.e., the initial

response is partially recovered, although it subsequently

seems to habituate faster. Dishabituation can also be ob-

tained by applying some external stimulus, such as scratch-

ing the skin elsewhere. Thus, true habituation to this kind

of stimulus does occur in Aplysia.

In order to study this phenomenon electrophysiologically,

Tauc and his collaborators use a preparation that includes the

head and upper ganglia; they record with a microelectrode in

the left giant cell. With the first drop of water on the

head, there is a large postsynaptic potential; this decreases

with subsequent drops until, after the 15th, the response is

very small though the activity recorded in the nerves from the

head has not decreased. (See Fig. I0.) After 15 minutes of

rest, the initial response is recovered; when drops are re-

sumed, the response decreases faster. Recovery can also be

obtained by introducing external stimulation, such as scratch-

ing the head or stimulating some of the other nerves. Tauc

suggests that this dishabituation is a central phenomenon.

The giant cell is not involved in the reflex loop that pro-

duces body contraction. Therefore, he reasoned, if this is a

central phenomenon the head is not needed and stimulation of

the preganglionic nerve should be sufficient to produce habi-

tuation. This was demonstrated to be true. With the drops

on the head, there is a compound potential. In the case of

stimulation of the nerve, there is the possibility of acti-

vating only one interneuron and a unitary postsynaptic poten-

tial is obtained; recovery is slow. Stimulation of other

nerves that synapse on the same cell, though not coming from

the head, causes the same phenomenon and the recovery from

this is even longer.

Whe_ instead of a single stimulus, one applies a train

of shocks to the same pathway producing the monosynaptic re-

sponse, clear habituation appears. During successive trains

of stimuli separated by periods of rest to permit recovery,

habituation occurs faster and the recovery needed is longer.

After a few trains of stimuli more than one hour is necessary

to come back to the initial amplitude of the responses. How-

ever, if one stimulates the cell directly, through the
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Figure 10. Modifications of compound EPSP during habituation and dishabituation

produced by drops applied at 10-sec intervals on the head near the left anterior

tentacle of AI_. A: First series of fifteen stimuli. B: Second series of

stimuli showing restoration of the EPSP after 10-rain rest. C: Continuation of

series B without break in stimulation frequency but following a 2-sec repetitive

stimulation (5 percent) of the left posterior pedial nerve. Note the restoration

of the initial amplitude of the EPSP. [Bruner and Tauc, 1966].
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intracellular electrode, habituation is not produced; appar-

ently a synaptic pathway is needed.

Tauc uses the term "coefficient of habituation" to

describe the change in response between the first and second

or third stimuli. Synapses that have a high coefficient of

habituation are extremely sensitive to magnesium, less to cal-

cium. The contrary is true for synapses which do not habitu-

ate (Tauc, Epstein, and Mallart, 1965). Since both magnesium

and calcium ions can change the quantity of transmitter re-

leased at the synapse, Tauc considers this an indication

that the mechanism of transmitter release can be involved in

habituation.

Segundo reported on work with cats which is relevant

to that of Tauc. He has studied neurons in the mesencephalic

and bulbar reticular nuclei. Recording activity extracellu-

larly one observes that when a certain stimulation is repeated

about every 2 or 3 seconds, there is a gradual decay or "at-

tenuation" of the response. If a strong stimulus is inter-

jected, the response returns. When recording intracellularly,

one observes a decay in the size of the postsynaptic potential

(PSP), and there are no signs of counterbalancing PSP's as

membrane potential shifts, or spike excitability changes.

Segundo feels that this work supports Tauc's interpretation

that repeated activity is followed by some protracted change

(e.g., depletion of transmitter) at the presynaptic terminal

level. McCleary offered an important criticism by asking how

the dishabituating stimulus can cause a return of the response

if some aspect of the presynaptic terminal function had de-

clined. Segundo suggested that since the dishabituating stim-

ulus must be strong, it may produce an independent excitabil-

ity change in the nervous system. Tauc thinks there may be a

change in the properties of the presynaptic fiber, perhaps in

the polarization induced by the heterosynaptic impulse, as

in the several cases already known of presynaptic synapses, or

a change in the mechanism more directly involved in transmitter

release.

One feels that the search for plastic properties in

paucineuron preparations, meaning the whole gamut of changing

properties including those suggestive of learning, is not only

important and fruitful as these pioneering studies show, but

still has its main future before it. Deliberate effort to

elicit plastic properties, using diverse paradigms, should be

focused on a wide assortment of cells and animals. At this

level, higher than most of our experience with neuronal phys-

iology, it is not to be assumed that we have an adequate sample
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or a balanced perspective on all the conditions for, types of,
properties of, or even the best examplesof plastic behavior in
nerve cells, with only these and the other few pioneering
studies.
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V. RELATIVELYSIMPLESYSTEMSIN VERTEBRATES

There is a commonidentification of "simple" with "in-
vertebrate" but this identification is without zoological, let
alone logical or behavioral basis° "Simple" in our context
meansrelative to the learning achievementsof manand his
closer allies° Someextremely interesting work has been done
on lower levels of the vertebrate nervous system and lower
classes of vertebrates. No comprehensivereview is undertaken
here, but certain instances will be mentioned in these two
spheres.

Persistent Plastic Chanqes in the Spinal Cord

Certain changes in connections following environmental

impact have been described (Bullock and Horridge, 1965) that

have the nature of regulatory readjustments of reflex pathways.

For example, man and other primates can recover considerably

from an initial deficit after many types of lesions to either

the peripheral or central nervous system. These include nerves

cross-sutured into the wrong peripheral field, and gross le-

sions in cerebellum and cerebral cortex, even in specific motor

areas° By no means can all central recovery be attributed to

recovery from shock. Younger animals show less shock and less

permanent deficit from the same lesion than adults. In man

this recovery is often called "relearning" and is markedly in-

creased with high motivation. Adult lower forms, including

rats, frogs, and fish, recover less easily. Rabbits, however,

are said to show significant readjustment after the crossing

of flexor and extensor nerves or tendonsa though recovery re-

quires 8 to 12 months (Shamarina, 1958). At least as low as

crustaceans there is found complete recovery in a few days

from the severe initial disorientation caused by unilateraldam-

age to the nerves from the equilibrium receptors (Schone,

1954) and very likely there is a central adjustment probably

equivalent to operant conditioning after each molt to compen-

sate for differences in the weight of the new statoliths com-

pared to the old ones. In very young stages, even amphibians

can apparently rearrange central connections after cross-union

of flexor and extensor nerves to give normal movements. A

supernumerary grafted limb innervated by nerves not normally

supplying limb muscles gives coordinated movements in phase

with the normal limbs, and even cutaneous reflexes like those

elicited by stimulating corresponding points on normal limbs.

This ability declines as ontogenesis proceeds (Weiss, 1936,

1950,1965).

While these phenomena show a remarkable adaptive
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plasticity and compensatoryself-regulation, they are hardly
ever treated as examplesof learning. Nevertheless, they il-
lustrate the use, by higher animals especially, of lability
presumedsomehowto involve synaptic connections, -- micros-
copic structural rearrangements in the synaptic membraneor
submicroscopic transmitter-receptor site modification. The
latter is exemplified by a recent experiment of Luco's with
peripheral excitable structures in the nictitating membrane
of the cat. After switching nerves and reinnervating with a
cholinergic nerve, the nictitating membranedevelops a high
concentration of specific cholinesterase, whereasnormally its
concentration is low (Vera et ai.,1966 ).

Franzisket (1951) paired a weakand a strong scratching
stimulus to the skin in two different places in chronic spinal
frogs. In every one of 16 specimenshe finally obtained, to
the weaker stimulus alone, the response typical of the other
reflexogenic locus and stronger stimulus. He considered this
to showconditioning. Controls seemto showthat sensitiza-
tion is not responsible.

Experiments of Chamberlain, Rothschild, and Gerard (1963)
on lasting changes in the spinal cord of mammalsare slightly
closer to the familiar ideas of learning. Certain imposed
stimuli (unilateral lesions of the cerebellum or vestibular
system) cause a postural asymmetryin hindlimb muscles. If
the spinal cord is then transected above the levels of nerve
supply to these muscles, the postural asymmetrypersists, even
though the cord remaining below the transection is no longer
receiving asymmetrical input, providing more than 45 minutes
has elapsed after the initial lateralizing lesion° An earlier
transection does not allow time for the descending asymmetri-
cal input to becomefixated. Further experiments of this

group employ the fixation period in order to estimate the in-

fluence of drugs and compounds of interest in RNA metabolism.

Classical conditioning of the mammalian preparation

caudal to a spinal cord transection was reported by Shurrager

and Culler in 1940, but was received with considerable scep-

ticism. Franzisket (1951,1963) found the spinal frog is cap-

able of habit formation and conditioned reflexes° The unex-

pectedness of this finding depends on whether one is more im-

pressed by the lesser plasticity of lower vertebrate classes

compared with mammals or by the greater autonomy of their

spinal cord. Both generalizations seem to be valid evolution-

ary gradients and yet they might appear to conflict in predic-

ting learning ability of the cord.
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Ongoingexperiments by Buchwaldand Schramm(1965) give
fresh support to the idea that learning ability exists in the
mammaliancord. Oneor two days after complete spinal trans-
ection at L1-L2 level, kittens received training sessions of
35 trials four times daily in which a light brush stroke on
the skin of the leg (CS)was paired with an electric shock
train of 0.5 sec to the pawof the sameleg (US). At first,
CScaused no responseand UScauseda brisk flexion; but after
4 to 5 sessions, all kittens (18 at the time of the Work Ses-
sion) began to respond to the brush stroke and increased to
80_90% of positive trials in subsequentsessions. Withhold-
ing UScauses gradual extinction, while its reinstatement
quickly restores the response. Control kittens given the ses-
sions of CSalone also begin to respond after 4-5 sessions,
but unlike the paired group with USwithheld, showno extinc-
tion since they never received the US. Littermates with in-
tact spinal cord showno consistent response to the brush
stroke, either after sessions paired with US-- which produce
a good flexion -- or with brush strokes alone. Transection of
the cord per se can be said to lead to a newreflex, i.e.,
hindleg flexion to an initially neutral brush stroke. This
reflex develops as a function of time after the operation more
than numberof trials° This progressive hypersensitization

of the cord following transection is then the control or ex-

pected responsiveness in the spinalized kitten. The rever-

sible change in reflex responsiveness is thus shown by the

response's decline when a long-paired US is withheld, and its

reappearance when the shock is reinstated. It illustrates a

degree of plasticity not irrelevant in the classical condition-

ing paradigm.

Related studies of Buchwald et al., (1964) are inter-

esting in another way. Analyzing the role of sensory input in

learning, she found that deletion of all sensory inflow from

the cat's hindleg by dorsal root section prevents the develop-

ment of a conditioned flexion in that leg (animal not spinal-

ized). But if a small amount of sensory innervation remains,

conditioned responses are developed in the partially inner-

vated limb. Study of the role of gamma motoneuron - muscle

spindle feedback shows that it is especially important for con-

ditioning. Paralysis by Flaxedil, a drug that blocks neuro-

muscular transmission, both from the gamma motoneurons to the

muscle spindles and from the alpha motoneurons to the gross

muscle, prevents the development of a conditioned motor re-

sponse (tested in the unparalyzed state). But subsequent

training of the same animal in the unparalyzed state shows

more rapid conditioning than controls, i.eo, some savings.
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Presumablywhat is important in the motor performance is "con-
ditioned*' proprioceptive discharge from the muscle spindles
produced by conditioned discharges of the gammamotoneurons.

Relevant to the samegeneral problem are studies of
Spencer, Thompso_and Neilson (1964) and Thompsonand Spencer
(1966) and papers referred to therein. Thesewere not dis-
cussed at any length in the WorkSession but are listed for
convenience in the bibliography.

It seemsclear that further exploitation of the spinal
cord of vertebrates including mammalsis worthwhile. This is
a relatively simple system capable of relevant types of alter-
ation with experience.

The Use of Lower Classes of Vertebrates

The use of lower classes of vertebrates, another major

avenue of study, can be represented by ongoing studies of

C. L. Prosser (who permits us to mention work which is only

partly published (Prosser, 1965)) and collaborators at the

University of Illinois. The preparation is a goldfish whose

evoked potentials in the tectum of the midbrain are recorded

in response to a flash of light, using semi-microelectrodes

and summed deflections from many units. Pairing an electric

shock (US) after many repetitions induces a second, later wave

on the falling phase of the photic evoked deflection; with a

few hundred pairingsjthe light flash alone (US) elicits the

whole complex response. The second wave extinguishes gradually

with light flash alone. The cerebral hemispheres are not

necessary. Pairing is believed to be necessary, and backward

conditioning is ineffective in eliciting the conditioned re-

sponse. Note that CS after conditioning does not elicit the

same response as US alone but the same response as CS + US

after many repetitions.

At the Work Session, Agranoff's series of biochemically

oriented studies on learned responses in fish represented the

use of lower vertebrates. Though the whole unsimplified animal

is used, the experimental design and the level of complexity of

the effects observed made these studies appropriate to the sub-

ject of the conference.

Agranoff's general research design is to interfere with

protein synthesis during various stages of learning, then test

for retention of the learned task. In order to examine the

effect of puromycin (a protein-synthesis inhibitor) on learned

responses in goldfish, Agranoff established a simple condi-
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tioning experiment using a shuttle-box with a shocking grid.
(SeeFig. ll.) The goldfish is placed in one side of the tank
and given 20 secondsof light followed by 20 secondsof paired
light (CS) and shock (US). The fish learns that whenthe light
goes on it can avoid the shock by swimmingover a hurdle in
shallow water to the other side of the tank. After 20 seconds
of rest there, the fish must swimback to the other side if it
is to avoid another shock. Whenthe fish swimsover the hurdle
in the presence of the light(CS) before the shock (US) goes on,
it is scored as a positive response (avoidance). Each fish is
given 20 trials daily, with 5-minute rest periods every 5 trials.
It is then rested and run again 3 days later.

If the goldfish are injected with puromycin (90 mg)
into the fat pad over the brain immediately after the 20th
trial of the first day, retention of the learned response is
reduced whentested on the third day. Intracerebral puromycin
has been found by Flexner et al. (1963) to cause a similar
deficit in mice. Puromycinamino-nucleoside, a substance simi-
lar in structure to puromycinbut probably lacking the effect
of inhibition of protein synthesis, producesno decrease in
performance of the conditioned responsewheninjected.

The mechanismby which puromycin interferes with pro-
tein synthesis is thought to be related to the structural
resemblanceof puromycin and the terminal end of transfer RNA.
Experiments (Morris et al., 1962) have demonstratedthat puro-
mycin blocks protein synthesis by releasing incompletely formed
peptides from the ribosomal surface. Agranoff confirmed that
puromycin acts in this way. He tested for the effect of parts
of the puromycin molecule by injecting the dimethyladenine and
aminoriboside of the puromycinmolecule as well as methyltyro-
sine; none gave any effect. He tried other inhibitors of pro-
tein synthesis, such as acetoxycycloheximide, and found a be-
havioral deficit. Phleomycin is a copper-containing poly-
peptide antibiotic which has been reported to inhibit DNA
polymerase. Agranoff decided to use this for possible further
information as to the role of protein synthesis in memory
fixation. High doses are required but they might cause some
loss of retention.

Further experiments on injection of the goldfish with
puromycin before traininq revealed that the animals can learn,

but after 3 days show memory deficit. The response is the

same as when the same dose of puromycin is given right after

training. This indicates to Agranoff that whatever component

is involved in so-called short-term memory, it is not puromycin-

sensitive. In answer to a question by Roeder, Agranoff stated



156 Simple Systems for Study of Learning

\ V//////////////////////_

/-2

_//////////////////////_J

L R

-- LIGHT

____Jlltllllll[.1111111111,Jllllllllll IIIIIIIIII IIIIIIIIIIL__
I I I I I I I I I I

0 20 40 60 120 180 240 300

TIME (Sec)

--SHOCK

Figure 11. Diagrammatic representation of goldfish shuttle box and trial sequence.

[Agranoff, Davis, and Brink, 1966].
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that the puromycin is effective for 20 minutes before training

and until 30 minutes after. He has not given puromycin later

than 2 hours post-trial.

Agranoff next tried giving the fish electroconvulsive

shock (ECS: 20v 60 cps AC, for 15 seconds as compared to 3v

in the shuttle box) after the last trial. The effect is much

like that of the 90 mg dose of puromycin -- interference with

retention of the habit. If the ECS is given to a series of

fish at different times after completion of the 20th trial, the

interference with retention is less the longer the elapsed time;

and if it is given more than 90 min (19°C) after the last trial,

its effect is not significant. The fish are tested 3 days

after the ECS, as in the original experiment, and those given

ECS 2 hours after the 20th trial on the first day perform as

well as the controls. There is no deficit after a painful but

subconvulsive shock for 15 sec even if given right after the

20th trial on the first day. As control for a possible per-

formance-decrement effect of puromycin, the drug was given both

to fish that had been over-trained for many days and to naive

fish 3 hours before their first trial. There was no evidence

of performance decrement in either case.

A further experiment involved combining ECS with lower-

inq the temperature of the fish. Goldfish become narcotized

at 0°C or 37°C but a change of i0 ° either way from the normal

room temperature of 19°C only causes them to swim more slowly.

Four different treatments were tried with these results:

(i) fish at 19°C with no ECS give conditioned responses in

agreement with the predicted score; (2) fish at 19°C with

ECS at 2 hours perform just as well as control fish in the

first group; (3) fish cooled to 9°C immediately after the 20th

trial for 2 hours and given no ECS retain as well as controls

in the preceding groups; (4) fish cooled to 9°C immediately

after the 20th trial and given ECS at 2 hours show a marked

deficit in retention. The critical period is prolonged by

cold (Ransmeier and Gerard, 1954); consolidation of memory

is delayed.

The effects of puromycin and ECS are similar but the

time during which memory is disruptible seems to differ with

the two methods. ECS is effective for 2 hours in the chilled

fish, the puromycin for only about 30 minutes.

McCleary asked whether he had kept the injected ani-

mals and tested them after a week or so of recovery. Agranoff

has not done this with puromycin-injected animals but 2 weeks

after ECS there is some improvement and a residual deficit.
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Kandel suggested "simplifying" the goldfish, using the
tail-flip response in _ich the Mauthner cell is involved.

Thus the biochemical approach might be focused on two identi-

fiable symmetrical cells whose electrophysiology is well known.

The output of the Mauthner cell is involved in the tail-flip

response which is an important motor act. Schmitt pointed out

that the Mauthner cell has an electrical synapse. Bullock

added that there is good evidence for both chemical and electri-

cal excitatory and inhibitory synapses and a high degree of

convergence and integration in the Mauthner cell.

Kandel, in response to Strumwasser's question about

whether any behavior in the Mauthner cell is known to be rele-

vant to learning, answered that the tail-flip response is known

to habituate. Strumwasser emphasized that electrophysiolo-

gists should show Mauthner's cell is relevant to learning be-

fore bringing it to the chemists. Kandel thought that we

should look for information relevant to learning at a level

between the complex effector behavior in the whole goldfish

on the one hand, and the pharmacological biochemistry of the

learned act on the other; that is, we need the neurophysiology

of the learned act. For this, the preparation needs to be

simplified. Bullock agreed that it is important to localize

the relevant events.

Agranoff felt that a phenomenon that he is disrupting

by biochemical means occurs at some place in the brain; but

this may be a biochemical rather than a geographical "place."

He believes the time of the event, at least, has been found;

perhaps a geographical locus can be found by ablation if per-

formance decrements do not interfere. McCleary disagreed with

this, saying that he has done shuttle-box studies with ablated

fish; one can ablate everything back to the midbrain and the

conditioned performance is just as good. It might be possible,

Agranoff said, to place puromycin in various loci in the brain

by micro-injection techniques, and also to use autoradiography

for localizing an event. He hopes to do labeling experiments

and subcellular fractionation to find out more about the role

of protein in these phenomena.
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VI. RELATEDSTUDIESONTISSUECULTURES

Crain reported on his studies of the electrical acti-
vity in tissue-culture explants of fetal rat spinal cord and
neonatal mousecerebral cortex.* After a few days in culture,
both the cord and the cortex explants (about a cubic millimeter
in size, and comprising about i000 neurons) begin to display
complexelectrical activity with long-lasting responses to
electrical stimulation. With longer periods in culture, the
responses increase in amplitude, complexity, and regularity.
The afterdischarges often include 10/sec rhythms which can be
loosely likened to the alpha rhythm of the EEG.

Crain showedrecordings from a fetal cord explant cul-
tured for 3 weeks in vitro at which time oscillatory after-
discharges are often first seen. In this culture, however,
complexevoked responses of relatively short duration (about
50 msec) occurred at two sites upon application of a single
brief stimulus to a third region of the explant, all sites
being several hundred microns apart. Whentwo stimuli were
given with a i00 msecinterval between them, facilitation re-
sulted in a longer-lasting, 2-cycle repetitive response. If
one returned to a single stimulus, the response returned to
the briefer, single-cycle pattern. About a minute later, dual
stimuli produced a 3-cycle repetitive response, indicating a
little more facilitation than before. Within a few seconds,
a single stimulus nowproduced a muchlonger-lasting oscilla-
tory afterdischarge than that evokedby the paired stimuli,
the repetitive sequenceoften continuing for more than a sec-
ond. This increase in excitability lasted for several minutes,
and could be elicited again by re-application of dual stimuli.
This phenomenonhas been seen in several cord explants and
Crain suggests that these plastic changes in excitability may

indicate the potentiality of cultured CNS tissues for studies

related to memory and learning (Crain, 1966).

Attempts to obtain comparable facilitation with hetero-

synaptic stimulation (applying shocks in two different places

on the explant) have not produced such long-lasting altera-

tions in excitability as those from the homosynaptic situation

just described.

* Both Crain's experimental techniques and his results (show-

ing maintenance of functional integrity of the tissue cul-

tures with bioelectric activity closely mimicking patterns

found in the mammalian CNS) were described in detail in an

earlier NRP Bulletin0Vol. 3, No. 4, "The Synapse" by

J. D. Robertson.
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Crain referred to work by Walter (1962), Brazier (1960,
1963), and others (Barlow, 1960; Hughes, 1964) in which single
visual flashes produce in humancerebral cortex a primary
evokedpotential, a silent period of about 300 msec, and then
a 10/sec rhythm lasting for several seconds. Henoted that
while it maybe fortuitous, the network that develops in many
of the CNScultures can respond with a complexsequenceof
bioelectric activity after a single brief stimulus that is re-
markably similar, at least superficially, to this humancor-
tical pattern.

So far, Crain has not been able to obtain these complex
bioelectric activities from explants thin enoughto permit
good visualization of the individual neurons and their pro-
cesses; but he hopes to be able to combinethese two quali-
ties in one explant in order to study the electrical activity
while watching the cells grow and organize.

An interesting additional note is that application to
the culture of sera from animals with experimental allergic
encephalomyelitis and from humanswith multiple sclerosis
causes rapi_ reversible blocking of all the complexelectrical
activity discussed above, at levels where simple spike poten-
tials can still be evoked (Bornstein and Crain, 1965).

Bullock challenged Crain to give his "best argument"

for occurrence of something like learning in his cultures.

Crain replied that, at this preliminary stage of the work, he

can only talk about plastic changes in the excitability prop-

erties, lasting for minutes, which can be produced by simple

combinations of input stimuli. One other aspect that might

have bearing on learning, however, is a phenomenon which is

frequently seen immediately after transferring an explant from

the sealed Maximow culture-slide to the experimental electro-

physiology moist-chamber. The first few stimuli often produce

very mild or no responses; but then gradually, as additional

shocks are administered at constant strength, the responses

become larger in amplitude, longer-lasting, and more widespread.

This might reflect learning, in the broad sense, of an altered

responsiveness to the same input. He has not, however, been

able to eliminate the physico-chemical variables in this ex-

perimental situation sufficiently to quantitate excitability

changes which may be due to repeated electric stimulation of

these previously quiescent tissues.

Bullock asked if complex responses from stimulation of

the axons in the outgrowth region are interpreted as being an

antidromic effect. Crain replied that these afterdischarges
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maybe the results of antidromic invasion of abundant collater-
als from the stimulated axons, leading to activation of many
other neurons through multi-synaptic pathways. It should be
noted that manyof the neurites in the outgrowth mayactually
be dendrites, since no clear-cut distinction from fine, un-
myelinated axonshas been possible. Thefact that stimulation
at any point in the culture gives a response whose delay varies

only slightly from locus to locus suggested to Chorover that

all parts of the culture are functionally interconnected.

Crain said that in many of the older CNS explants, widespread,

positive evoked potentials were commonly seen, which he inter-

prets as extracellular indications of inhibitory postsynaptic

potentials, although the only direct proof would be intra-

cellular recordings.

Kandel noted that, by and large, these patterns corres-

pond to what is seen when the mammalian brain is stimulated;

recurrent inhibitory pathways are very extensive and powerful.

Pharmacologic agents, e.g., strychnine, may convert the mono-

phasic evoked potentials of these explants into long-lasting

diphasic, oscillatory afterdischarges. Crain feels that his

studies fit in with the current theory, as proposed by Andersen

and Eccles (1962,1964), and others (Jasper and Stefanis, 1965;

Purpura and Cohen, 1962; Stefanis and Jasper, 1964), of inhi-

bitory phasing being a cause of the synchronized, rhythmic

discharges, at relatively low frequency -- of the order of

10/sec -- of various aggregates of CNS neurons.

The repetitive discharges in CNS explants can be frac-

tionated by lowering the temperature gradually to 29 ° C; the

length of a sequence decreases but the pattern remains the

same (Crain, 1966). Hoyle saw this response pattern as slowly

rising to a peak. He mentioned Farley's 1962 work with com-

puter models of randomly connected nets as a possible analog

of the tissue cultures. Crain agreed, adding that when Farley

(1965) constructs nets with a "loose" coupling and with rela-

tive refractory periods of the network units set at 10-20

msec, he can obtain synchronized, widespread bursts of 10/sec

oscillations following a single stimulus to a few neighboring

units. According to Crain, the refractory properties which

Farley assigns to each element after it fires could also in-

clude active inhibitory processes. Hoyle pointed out that in

Farley's work, the frequency increases with a finite time con-

stant then decays to zero and stops until a new stimulus is

given. Wilson stated that such a rhythm does not require an

extensive net but can be obtained with only two interconnected

cells with a reasonably long time constant of refractoriness

or fatigue. Bullock added that not even the two cells mentioned
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by Wilson are neededfor periodic afterdischarge or for main-
tained rhythms. There are various cases of slower and faster
afterrhythms in single elements as well as spontaneousrhythms
of a wide range of frequencies. Crain pointed out that the
complexoscillatory afterdischarges seen in the cultured CNS

explants appear to involve integrated, synchronized activities

of large numbers of neurons, with temporal patterns which

closely mimic some seen in the intact brain.

Wilson reported that if electronic analogs of neurons

are interconnected by means of excitatory synapses, oscilla-

tory behavior tends to develop. The oscillations result if

fatigue or self-inhibition in each unit builds up slowly at

first but finally at a higher rate than the mutual excitation.

The stronger and more numerous the connections made, the deeper

the oscillations and the longer the period. He feels, there-

fore, that it is not surprising that something like the alpha

rhythm is obtained from any piece of brain or nervous tissue;

in fact, it would be surprising if it were not. This of course

presupposes that the alpha rhythm is due to excitatory inter-

action between cells. To Kandel's question why an alpha rhythm

occurs in the neocortex but a theta rhythm (4-7/sec) in the

hippocampus, Wilson admitted that the properties of the con-

nections and cells are important, too. The frequency of oscil-

lation in the model networks depends on several variable par-

ameters.

Crain noted that Bullock has pointed out for years the

difference in brain waves between invertebrates and verte-

brates; practically speaking, slow waves occur only in ver-

tebrates (Bullock, 1945,1965). The patterns in Crain's older

cultures simulate those recorded from the vertebrate brain,

and he believes this indicates that these neurons are being

connected in ways similar to those in the intact animals°

During the first few days in culture, on the other hand, these

immature CNS explants show only simple spike activity. Kandel

remarked that he has been struck by the fact that in all mam-

mals one finds strong inhibitory effects; he believes they

underlie the slow rhythms in the mammalian brain. Wilson

thinks this same pattern can be obtained without recurrent in-

hibition; there must be inhibition or some form of fatigue

but it need not be recurrent (Farley, 1964). Bullock pointed

out that the brain waves of lower vertebrates are extraordin-

arily like those of higher vertebrates, i.e._ mammals. He

wondered how we could assess the relative occurrence and im-

portance of inhibition or of other features in such vastly dif-

ferent levels of complexity, some with and others without a

cortex or neothalamuso He also wondered about the richness
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of dendritic developmentand status and topography of synapses
in Crain's cultures since these are often invoked as possible
explanations of the difference betweenvertebrate and inver-
tebrate ongoing electrical activity. This explanation may
not be adequate in view of: a) the relatively modestde-
velopment of dendrites in the cortex of very young mammals
whenbrain waveswith slow potentials are already found;
b) possibly modestdendritic developmentin newbornmouse
cerebral cortex explants after only 3-4 days in vitro where

oscillatory slow waves can also be detected*; and c) the rela-

tively good profusion of dendrites and telodendria in higher

invertebrates.

* Synapses form in great abundance in the cerebral explants

during this first week in vitro, on the basis of electron

microscopic studies by Pappas (Crain and Bornstein, 1964;

Pappas, 1966).
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VII. CONCEPTSANDDEFINITIONSOFLEARNINGPHENOMENA

Why Try to Define Learninq?

An assumption underlying much of the work on inverte-

brate learning is that it is easier to do research on simple

systems than on complex ones. This assumption leads naturally

to a search for simple systems. However, it is important not

to throw the baby out with the bath. In attempting to simplify,

it is possible to designate as learning a phenomenon so

different from learning in complex animals that nothing gained

from its study can be applied to the more complex case. To

avoid this, it seems important to try to define learning and

to determine diagnostic learning characteristics that should

be present in candidate systems if they are to serve as models

for more complex systems. Schmitt, in particular, pinpointed

the importance of this need, observing that many biochemists

interested in studying the chemical changes accompanying

learning have already been confronted with the difficulty of

finding a definition to which psychologists will agree. They

are concerned that they will identify chemical changes that

psychologists will not consider to be relevant to learning.

Despite the apparent need, several of the Work Session

participants agreed that it was impossible to arrive at a

definition that would cover all the situations under study

that are probably relevant to the biology of learning. A

number of participants even felt that such a definition is

not necessary at this stage of research on physiological

mechanisms. Both Chorover and Kandel wondered whether it is

possible to apply the fairly well-established concepts of

conditioning and learning in man and other mammals to the

behavior of lower animals in simplified systems. Kandel

prefers to use the neutral term "analogs of learning" when he

refers to phenomena resembling learning that take place in

isolated invertebrate ganglia or simplified vertebrate prepar-

ations. Use of such terminology would encourage research on

these analogs of learning and would suggest that much of the

information gained would be relevant to complex systems, while

not assuming an identity of these processes.

Agranoff's position, shared by some other participants,

reflects some impatience with definitional matters. He

advocated continued research on all aspects of the problems

that seem intuitively to be important without at present placing

too much emphasis on semantics. He argued, in effect, that

we do not yet know enough to be precise in our definitions; he

felt that too much concern with the labels we are using might
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interfere with the more important goal of extending our obser-

vations.

A number of participants pointed out that our reasoning

is somewhat circular in that we are attempting to define a

phenomenon as yet inadequately described and then trying to use

that definition both to extend the description and to provide

an explanation for it. Edelman, although agreeing that circu-

larity may be an obstacle to arriving at a precise permanent

definitio_ felt it does not necessarily impede the development

of a science. He pointed out that the present stage of learn-

ing research is somewhat analogous to that of immunology several

years ago. At that time the classical immunological definition

of "antigen" was that it is something which, when placed into

an animal, will produce something called an "antibody." At

the same time an antibody was defined as something produced

when an antigen is injected. This definition, while circular,

nonetheless enabled an enormous elaboration of experimental

research to take place. Neither definition is now used

because recent knowledge of the mechanism of the antigen-

antibody interaction has made new and more precise definitions

possible. According to Edelman, had immunologists waited

initially for a perfect definition, their science would not

have progressed as rapidly as it has.

Chorover also commented in the same vein, pointing out

that we are really searching for a paradigm for use in studying

behavior, not searching for a permanent definition.

Bullock felt that discussion of definitions would be

useful despite the reservations of some participants. In his

opinion, most investigators do, in fact, operate with unex-

pressed definitions; greater precision would result from

making them explicit. Chorover felt that this group's problem

in arriving at a definition was one inherited from psychologists,

who themselves have had a great deal of difficulty in defining

precisely what is meant by "learning." This difficulty is at

least in part due to the fact that the phenomena thus subsumed

have many facets and manifestations. Textbook definitions

might be acceptable to people who are not primarily psycho-

logists, but they are not adequate to designate the whole range

of problems of interest. Chorover thinks it would be absurd

to exclude by a narrow definition consideration of phenomena

that have attracted real interest among workers in this field,

such as studies on the habituation of the orienting reflex.

He argued for an approach that would keep this and many

similar topics within the range of interest of those studying

learning in simple systems.
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Kinds of Learninq Phenomena

Of the several kinds of learning phenomena recognized

by psychologists, (see Thorpe, 1963a) only a few were discussed

at the Work Session, mainly habituation and conditioning (both

classical and instrumental). Others, touched upon or referred

to in passing, will be treated only briefly in this report

as follows:

Imprintinq phenomena elicited no controversy as aspects

of learning; though there has been debate in the literature

over whether they are a distinct class, there was no substantial

discussion of their diagnostic features or mechanisms. Though

the examples in lower phyla are not as well characterized as

in birds, there are suggestive cases in insects. Imprinting

is operationally simple and should be as suitable for study

with respect to mechanism as the so-called higher forms of

conditioning.

One-trial learning, described by Chorover in rats, also

elicited no extended comment. It may be considered a special

case of trial-and-error learning or instrumental conditioning,

but this does not mean its mechanism is necessarily the same

as the more-discussed cases requiring many trials.

Insiqht learninq involves the production of a new

adaptive response as the solution of a problem by the sudden

reorganization of experience. It is a highly important

phenomenon not only in man but in animals as low as insects.

Examples in the latter group include nest repair by previously

unused movements. Despite a general impression that it is

less amenable to experiment than other forms of learning,

insight learning remains one of many possible approaches to

studying the mechanisms of learning. It could be quantified

in cases like web-spinning by spiders with legs or claws

amputated.

Latent learninq (a term coined for cases not adequately

explained by trial-and-error learning, and in which there is

no patent reward, as in certain forms of maze learning), is a

category frequently treated as distinct. This apparently un-

rewarded behavior is important in mammals and even in lower

animals (crickets, butterflies, dragonflies, wasps, etc.),

and is involved in the very natural task of becoming familiar

with one's environs. While this form of behavior is certainly

not conditioning, and might better be called "exploratory

learning," Thorpe and some other writers have concluded that

it can basically be related to insight learning.
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Habituation vs. Fatique

Habituation is quite generally accepted as a form of

learning, although its manifestations in lower animals and

simplified preparations are naturally quite rudimentary. Even

in this simplest form of learning there is no reason to assume

a single universal mechanism; for example, habituation of

nystagmus in pilots or ballet dancers may not necessarily

utilize the same mechanism as habituation in Aplysia neurons

or in very primitive species. Its definition provoked con-

siderable discussion. In Thorpe's formulation, (1963a)

habituation is:

"... the relatively persistent waning of a response

as a result of repeated stimulation which is not

followed by any kind of reinforcement."

This was understood to require a demonstration that the cause

is neither in the receptor not in the effector, but instead is

central. While both sensory adaptation and decline of neuro-

muscular transmission are thus excluded, there was disagreement

about the role of central fatigue.

Following Tauc's presentation of his work with habitua-

tion in Aplysia (Section IV, above), there was some concern

over the difference between habituation and fatigue at the

neuronal level.

Chorover suggested the possibility of dissociating

fatigue and habituation in the following way: Instead of using

a different site and mode of applying the initial (repetitive)

stimulus and the terminal (novel) stimulus, the two stimuli

should be applied to the same receptors in the same way, but

at different intensity levels. While a stronqer terminal

stimulus might produce the same effects in a fatigued and in

a habituated system, a weaker terminal stimulus would be

ineffective in a fatigued preparation but should produce a

reappearance of the response in a habituated preparation. An

obvious way to do this would be first to stimulate repetitively

with water drops falling from a fixed height; the test (novel)

stimulus could then be a drop falling from a greater or lesser

height. Luco felt that it is not easy to establish the

difference between fatigue and habituation. Bullock disagreed,

saying that if Chorover's test showed dishabituation by a

weaker stimulus, we could not speak of its being fatigue. The

system as a whole is said to habituate because depression

results from mild stimulation and is reversed by changes in

timing, strength, or additional modalities that would aggravate
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fatigue. Luco reiterated his point, saying fatigue in the CNS

has not been studied. Thus we do not really know what fatigue

is; habituation has been studied much more. In fact, said

Luco, when he studied fatigue 15 years ago, it was defined as

a situation in which either chemical mediator could not be

released or the amount released by a nerve impulse was

decreased; the same definition, he says, is now used for

habituation.

Bullock pointed out that the definitLon cannot yet be

based on a mechanism, but has to be operational; accepted

distinctions between habituation and fatigue based on their

properties can be found in the literature, for example in

Humphrey (1930, 1933), Konorski (1948), Verplanck (1957),

Thorpe (1963a), and in Thompson and Spencer (1966).

Hoyle argued that different mechanisms underly habituation

and fatigue in the nervous system and that important physio-

logical differences exist between the two. Kandel protested

that we are in no position to specify what the mechanisms of

these processes might be; habituation refers not to a certain

process at the cellular level but rather to a response decrement

with certain properties distinguishing it from primary input or

output causes. He cited the response decrement in the intact

preparation by Spencer, et al. (1964), who studied the with-

drawal reflex to a noxious stimulus and showed that in this

case disinhibition (the hypothesis proposed by Hoyle) is not

a factor in dishabituation. Kandel remarked that this does

not mean that disinhibition might not underly habituation in

another system. One simply cannot define by mechanisms at

present (Pantin, 1965). Bullock agreed and repeated that

operationall_ habituation is well-defined and distinguishable

from fatigue and other kinds of response decrement. Eventually

we may know all the mechanisms and will be able to reclassify;

meanwhile, although it may be hard to apply operational criteria,

they do exist. Sometimes, for example, habituation does not

occur if a strong stimulus is used; the opposite is true of

fatigue, which is more likely to occur with a strong stimulus.

A habituated response may reappear upon a slight change in the

form or timing of the repetitive stimuli, including changes

that can exaggerate fatigue. Above all, habituation is quite

specific to the stimulus. It is well-shown at long intervals

and the response recovers with either shortening or lengthening

the interval. Some stimuli are extremely resistant to habitu-

ation, although involving the same modality as others that

readily habituate. It is said that one virtually cannot

habituate the response of the auditory system of a beaver to

t_le sound of cracking matchsticks. This resistance is not
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typical of fatigue.

Definition of Conditioning

Conditioning presents less of a problem with respect

to definitions. Classical, Pavlovian, or type 1 conditioning

occurs when two different stimuli (the conditioned stimulus

(CS), which in the naive subject does not elicit the con-

ditioned response (CR), and the unconditioned stimulus (US),

which does), are delivered in that order ("paired") repeatedly,

under the experimenter's control, until the response occurs to

the conditioned stimulus alone. Instrumental, operant, or

type 2 conditioning, or trial-and-error learning occurs when

some action initiated by the subject is followed by a stimulus

with reward or punishment ("reinforcement") value; the subse-

quent probability of the action is thus altered.

Quarton suggested that the temporal features are so

critical to classical and operant conditioning that perhaps

they should be included in the definition. Chorover emphasized

that knowledge of features allows one to specify additional

aspects of the conditioning situations. Thus, there is more

uncertainty in specifying the necessary conditions in instr_-

mental than in classical conditioning, since in the former no

stimulus can be identified as the eliciting event. One can

set up a situation in which conditioning will occur, but one

cannot know how it came about. In classical conditioning, one

pays a price in speed of learning, perhaps, but more parameters

may be defined; the experimenter, not the subject, controls

the situation.

Kandel thinks the temporal sequence is important in

instrumental as well as classical conditioning; whether the

reinforcing stimulus immediately follows a response or is

delayed affects the ensuing learning. Chorover agreed that

there are delay-of-reinforcement gradients in both instrumental

and classical conditioning; many of the principles are shared

by the two. Indeed, in many kinds of instrumental behavior,

such as avoidance, the response depends upon prior classical

conditioning to noxious stimuli.

Chorover bel_ves he could define all the necessary

stimulus conditions for extablishing a classical conditioned

response. While more terms might be needed to define

classical than instrumental conditioning, the operational

definition is not necessarily more complex. He agreed with

Quarton that some statements about temporal factors must be

included in the operational definition.
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In terms of neurophysiological models, howdoes classical
relate to instrumental conditioning? Kandel proposed that the
two paradigms relate to each other as a simple neural transform
in a monosynapticpathway. In classical conditioning, the
investigator, by stimulating nerves, evokes and controls two
kinds of responses: those specific to pairing and those that
are not. Similarly, in instrumental conditioning, where one
is dealing with spontaneously occurring behavior, there are
two kinds of response: a changein frequency contingent on the
position on the stimulus in time, and a changethat is not.

In the simplest case, assumethat in a cell a synaptic
potential exists of a certain size. As a result of pairing,
this potential enlarges until it triggers first one spike and
eventually two, three, or more spikes. The amplitude changeof
the postsynaptic potential (PSP)at that neuron's input mani-
fests itself as a frequency changein this neuron's output and
at the next neuron's input. If the cell tends to fire spon-
taneously, and the investigator reinforces such occurrences
with a suitable temporal contingency, the frequency of spikes
will also be changed. The possibility exists that in the
very simplest case, certain kinds of instrumental analogs may,

in fact, simply represent transforms of classical analogs.

Definition of Learning

Coming finally to the problem of defining learning in

general, it may be helpful £o the reader to insert in the

report at this point some quotations from previous writers,

although these were not discussed at the Work Session. The

glossary of Verplanck (1957) defines "learn" as:

"To exhibit a change in behavior between two successive

exposures to the same environment that cannot be

attributed to manipulation of drive operations,

alterations in the environment, sensory adaptation,

disease, surgical interference, physical trauma, or

growth -- although the propriety of these exclusions

may be questioned. _hen we say that an animal learns,

we are stating at the least that, other things being

equal, some behavior now occurs in a situation in

which it had not occurred previously, or that the

behavior now occurring in a given situation is

different from the behavior that occurred in the last

occasion the animal was in that situation. The

behavior need not change nor the situation, but the

relation between them has changed. For an extremely

stimulating and logical treatment of the possibilities

see Haldane (1954)._7"
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Thorpe (1963a) says, "Wecan define learning as that process

which manifests itself by adaptive changes in individual

behavior as a result of experience..." He explains the

operative words as well as the limitations of this and earlier

definitions in a short discussion. Lorenz (1965) construes

learning very broadly as any adaptive modification of behavior

during the life of the individual. His answer to the definition

problem is typical of some seriously interested authors who

attempt to avoid it by essentially discarding the term. The

only diagnostic feature mentioned is a subjective opinion

(adaptiveness) and is not operationally determinable. The

extreme inclusiveness, embracing modifications due to growth,

maturation, aging, acclimation, sensory adaptation, muscular

hypertrophy, disease resistance and other changes not "learned"

in the ordinary meaning of the work, destroys its usefulness.

More fundamental is the issue posed by the common ele-

ment of the definitions of Thorpe and Lorenz: the unqualified

assertion that learning is adaptive. What these authors

probably mean is that the ability to learn is adaptive and

that most naturally occurring learned behavior contributes

ultimately to the welfare of the species. But "adaptive" has

no place in a useful definition, which must guide one in

recognizing members of the class and in excluding nonmembers,

since maladaptive tasks may easily be taught to men and other

animals. Hilgard (1956) points out in this vein that while

we are tempted to consider learning as improvement with prac-

tice, or profiting by experience, we cannot do this, since we

know very well that some learning is not improvement and that

the consequence of some is not desirable.

Learning, furthermore, is not merely change with repeti-

tion, since growth, fatigue, and some other phenomena also

change with iteration. Hilgard therefore falls back on a defin-

ition by exclusion:

"Learning is the process by which an activity

originates or is changed through reacting to an

encountered situation, provided that the char-

acteristics of the change cannot be explained on

the basis of native response tendencies, maturation,

or temporatory states of the organism (e.g.,

fatigue, drugs, etc.)"

Hilgard's useful discussion of the exclusions should be

consulted. We may add to Hilgard's list of exclusions temporary

states such as those of acclimation, disease and the like,

and changes attributable to the receptors or the effectors.
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(Weneed not try to becomeprecise on these or the other unde-
fined terms in the definition.) He concludes that problems
inherent in the definition are not a major source of disagree-
ment amongtheories of learning. It is different, however,
whenconcern is with opening the black box to investigate
mechanisms,expecially simple systems. Just what instances are
good or relevant and what casesmust be excluded by definition
is pragmatically important.

During the Work Session discussion, Chorover proposed
the following definition, designed to embraceclassical and
instrumental conditioning and other forms of modifiability:

"In general, learning is the ability to modify
behavior through a combination or association
of contiguous stimulus events, where the con-
tiguity is determined by the temporal sequence
of the events or their spatial relations and the
origin of both events is external to the organism."

Argumenton this definition centered around the final
statement that both stimuli must be external to the animal.
In classical conditioning they are patently external, but in
instrumental it is less clear. Chorover explained that in
the latter, both stimuli are external in that they demandan
interaction between the animal and its environment. Strumwasser
asked howChorover could apply this definition to the situation
in which, for example, an animal in constant light gets on a

running wheel progressively later every 24 hours, manifesting

its internal clock. When the animal is put on a light-dark

regime, a complex response pattern that synchronizes with the

light-dark cycle is seen; one of the components is internal

to the animal: a free-running cycle in constant light. Chorover

agreed that "internal stimuli" do intervene between the exter-

nal stimulation that initially produced or entrained (phased)

the running in the animal's normal habitat and the present

performance of the task in constant light. However, while the

timing of the response can be internal to the animal, the

conditions that originally induced and entrained the running

were undoubtedly the consequences of environmental time-givers.

While conceding that the internal clock can be phased by

external events, Strumwasser stressed that overwhelming evidence

(1963,1967) shows that it can run internally and autonomously.

Chorover then suggested that the special case of changing of

light-dark phasing in endogenous rhythms does not conform to

the restricted definition of conditioning that he was trying

to use. He reiterated that in most situations where behavioral

modification can be identified, there is an initial stimulus
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and its consequence,which is another stimulus in an instru-
mental conditioning situation. The initial stimulus elicits
someresponse, which itself provides sensory feedback indica-
ting whether or not the given responsehas been "successful."
Thus both events are normally consequencesof external stimuli.

Chorover continued discussion of the definition of
learning. Onecontroversy that has raged in psychology con-
cerns whether the learning function is a continuous process
of accretion (as most learning curves would lead one to
believe) or somesort of step-function that actually occurs
in all-or-none fashion even though processes related to
performance variables makeit appear to be gradual. To
Chorover, in manycases one can demonstrate learning to be
essentially a step-function, occurring at a single trial as
a consequenceof a single experience. But in order to meet
the various criteria for conditioned responses, people employ
a large numberof techniques to discern whether the animal's
actions are unconditionally related to a given stimulus or
whether the responsehas been learned. Various kinds of
discrimination tasks are used that demandthat an animal
differentiate between two sets of stimuli (either one
stimulus is reinforced and the other not, or one is accompanied
by punishment and the other by reward). Theseare powerful
ways of distinguishing betweena generalized activation res-
ponse to stimulation (essentially a pseudo-conditioning effect)
and a specific discriminative response.

For learning to take place there must be stimulus
association, either temporally or spatially defined. Only
certain kinds of stimulus-response patterning will produce
conditioning; reversing the order of conditioned and uncondi-

tioned stimuli (backward conditioning) works only in rare

instances.

Eisenstein presented his definition of conditioning,

saying that it is important to keep the definition as broad

and as far removed from the arbitrariness of the procedures

used as possible. He defined conditioning as:

"...the ability to code and retain different

patterned sensitivities to the same stimulus."

It may not be meaningful, on a molecular level, to speak of an

experimental and control group of subjects in a test of

learning, as if one demonstrated conditioning and the other

did not. Both groups, the forward-conditioning and the back-

ward-conditioning one (commonly used to control for such things
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as sensitization and facilitation) maybe actually coding
differently with the samemolecule (for example, RNA). He
suggested that a system capable of coding differential outputs
(i.e., responses) to the sametest input (CS) as a function
of the previous total stimulus-response pattern the system was
exposedto during training, is one demonstrating conditioning.
In both types of conditioning, (i.e., instrumental and
classical) the temporal pattern is important, and best distin-
guishes the experimental from the control groups.

According to Eisenstein, any system, from a single cell
to man, can be said to demonstrate conditioning if it meets
the above criteria. To demonstrate the phenomenonthe minimum
that is neededis an input and output, where the output is a
certain function of the input. This definition of conditioning

(Eisenstein would even say, of learning) avoids a lot of ques-

tions he considers to be side issues. For example, can learning

occur in a molluscan or arthropod ganglia. He thinks it

simplifies the problem of control, since one does not have to

say that one experimental procedure leads to conditioning

while a control procedure does not. One says, instead, that

a system learns if the two different procedures, experimental

and control, produce a different retained code to the same

input. Eisenstein stated, in summary, that the storage of

patterned sensitivity is learning, while storage of changes

to a given input indifferent to its previous pattern of

presentation is not learning. He feels that ultimately it is

a question to be answered by experiments alone whether molecular

changes produced in a system sensitive to input-output pattern

are the same or different from those produced in a system

which is not pattern sensitive. (Learning may differ from

facilitation in that the former represents a pattern-sensitive

phenomenon whereas the latter does not). The fundamental

question, he feels, in asking about the molecular mechanisms

underlying learning,is how an essentially temporal sequence

of stimulus and response elements are coded in some 3-dimensional

structural charge within the system being investigated. (For

further elaboration of this point see Eisenstein (1967). It

is an empirical question as to what relation any such mechan-

isms uncovered in isolated systems might bear to the intact

organism and to other subsystems (i.e., parts of the CNS) with-

in the same organisms or to those higher or lower on the phy-

logenetic scale. The advantage of such a formulation, though,

must be that it allows the investigation of progressively

simpler systems where the chances of establishing mechanisms

are greater.
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Bullock remarkedthat aside from problems of accomoda-
tion, imprinting, one-trial learning, insight learning, and so
on, one feature of Eisenstein's definition is that it is com-
patible with viewing learning as a spectrumof phenomena
possibly unexplainable by any one mechanism;this could be
very important to people whowould like to find a__nnanswerto
learning. He felt that whatever the popular conception, we
are still dealing with a diverse set of phenomena,for which
probably there will not be one answeror code. To him
Eisenstein's definition is powerful eventhough it maynot be
coincident with the popular idea of learning. Agranoff was
dissatisfied with this notion. Heagrees with Schmitt's
suggestion that learning be comparedto genetics, as something
definite that happensin nature. He doesnot think we are
justified in changingwhat is a popular conception of learning
as _ natural phenonemo__n.Kandel suggestedthat this argument
could be turned around, using Schmitt's argument in another
way, to say that very frequently progress is madeby changing
the popular accepted definition.

Agranoff preferred to talk about models of learninq in

connection with work described as studies of learning. He

noted that in studying metabolic pathways, model substrates

are often used to find something known not to exist in nature.

While artificial substrate reaction tells one something about

the actual enzyme and the active site, it is never confused

with the physiological process itself. The various chemical

and other studies of behavioral changes are all valuable tools

but should not be confused with the phenomena about which we

really want to learn.

Kandel agreed with Eisenstein's definition, which he

thinks is actually implied in much of the work discussed.

Further, if those studying many different preparations could

agree to the stimulus sequence and the response criteria, it

would then be possible, for example, to see whether similar

biochemical mechanisms are associated with all of them.

Chorover felt that a definition like Eisenstein's would

suggest a reinterpretation of a large mass of behavioral data.

This could give it tremendous strength, but only if it simul-

taneously took into account electrophysiological as well as

behavioral data. He cautioned against the danger of letting

the conceptualization of any given problem be a function of

what we would like to see related to it. Obviously it would

be advantageous to people working on these problems if the

adopted definition of learning encompassed the phenomena

completely. However, this might create the impression that
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phenomenaso encompassedunder the definition, have, in a sense,
been accounted for. Bullock felt a problem like that of neo-
logisms versus excessively broad categories could be avoided
by using adjectives to designate different learning phenomena.

Luco considers learning to be an instance of a more
general phenomenon,plasticity. He thinks that the nervous
sytem is a possessor of a "being" and of a power "to become."
As the being increases, the becomingdiminishes. The becoming
is a potentiality that can be actualized by an appropriate
stimulus. The potentiality of becomingdependson genetic
factors. The stimuli for actualization are either genetic or
environmental. Only whenan environmental stimulus actualizes
a potentiality, does the process of plasticity take place. Once
an actualization has been achieve_ two possibilities can be
considered: the latent act and the present act. A mancannot
see and cannot learn howto see light at certain wave lengths
for genetic reasons; he has no potentiality for doing so. But
a mancan learn howto speak in a new language. Oncehe has
learned it, he can either be using the language (present act)
or he can be not using the language (latent act). Luco thinks
that betweenpotentiality and actualization a process is indis-
pensable; but between latent act and present act only a trigger
stimulus is necessary.

Eisenstein rephrased Luco's statement to say that there
are input-output systemswhoseoutput is a genetically
determined or relatively fixed function of the input (e.g.,
a reflex) as opposedto learning situations, for example,
where the output is not genetically determined and can be
varied, or even madeto occur to an input which initially did
not produce it. But Strumwassweradvised using the term
"genetically determined" morecarefully. There is essentially
no mechanismby which the usual environment can alter or
escapethe genetically limited range of possible phenotypes.
It can only switch on or off, up or down, what exists within
the broader or narrower range. Strumwasserconsiders it
exciting that genetic models in cells are being considered,
but pointed out that they have grave limitations. In a genetic
system dynamically operating in a cell, the only information
of a novel type that can be stored is the time a changeoccurs;
no newinformation can be stored.
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Vlll. EXPERIMENTALDESIGNIN ESTABLISHINGLEARNING PHENOMENA

From the psychologists' point of view, those who wish

to demonstrate the equivalence of electrophysiological and

behavioral phenomena or the chemical correlates of learning

need to be fully aware of the various controls and parameters

that play a role in establishing such equivalence.

Therefore, in this section a digest and extension of

remarks by Chorover, Eisenstein, McCleary, and Quarton in par-

ticular is given, to aid the practical laboratory worker in

determining whether an apparent instance of conditioning in

fact meets the psychological criteria. The attempt has been

made to use operations that depend on a clear definition. The

goal of the decision is a categorization without arguing that

a particular category is more important than any other.

Classical conditioninq (see preceding section for dis-

cussion) has been defined in a standard psychology text as:

"...An experiment after the prototype of Pavlov,

which consists in the repeated presentation of the con-

ditioned and unconditioned stimuli in a controlled

relationship so that there occur alterations in reaction

tendencies with respect to the conditioned stimulus

which would not arise except for its relationship to

the unconditioned stimulus and response. Distinguished

from instrumental reward and escape training and from

avoidance training in that the conditioned response

neither delivers nor prevents the appearance of the

unconditioned stimulus." (Hilgard and Marquis, 1940.)

However, this definition is not sufficiently precise

to use in deciding whether an alleged instance of classical

conditioning in fact is one. In particular, the nature of

the relationship between the presentation of the conditioned

and unconditioned stimulus is ambiguous.

A more complete workinq definition might be given in

this way:

A stimulus class (CS) that before the condi-

tioning procedure does not produce a response, or

produces it with a low incidence will, after the con-

ditioning procedure, produce that response with a

frequency above some specified criterion. The con-

ditioning procedure consists in pairing of the CS with

another stimulus (US) that ordinarily produces an
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unconditioned response (UR). The paired presentations
must be in a certain order (CS- US) with a CS- US
interval within specified limits both with respect to
meanduration and variability. The CRmust meet
criteria of resemblanceto the UR.

Sometimesadditional criteria are also employed, specifying
limits to the developmentof the response as trials are ad-
ministered, especially regarding numberof trials, duration
of learning period, and enduranceof the response in the
absenceof reinforcement.

Violations of single conditions specified above, or of

combinations of them, lead to events of organism-environment

interaction of two major classes:

a) the apparent CR increases in frequency (false

positives);

b) the apparent CR does not increase in frequency.

Only the false positives are likely to be confused with true

classical conditioning. However, they can be classified in an

orderly way by specifying exactly which condition or combi-

nation of conditions was violated. Three of these false posi-

tives, which may be biologically and/or psychologically im-

portant, are described below:

a) "Sensitization" is a term given by Wendt (see

Hilgard and Marquis, 1940) to describe a response

that increases in frequency when the CS is paired

with the US, but does not resemble the UR. (Hull

has called it "alpha conditioning.") It is one form

of "nonspecific" enhancement of the alleged CR by

a procedure resembling classical conditioning.

b) "Backward conditioning" occurs when the usual

order of CS- US is reversed so that the US precedes

the CS, but the US-CS interval and variation meet

the usual criteria for conditioning.

c) In "pseudo-conditioning" the usual order is some-

times altered and the CS- US interval is essentially

random in duration within limits. (Crethe_

see Hilgard and Marquis, 1940, page 348). Often

the US is given alone several times and the response

to the CS is greater than it was originally.
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If backwardconditioning occurs, or if temporally ran-
domoccurrence of the reinforcement produces the sameeffect
as classical conditioning procedures, the enchancementof the
response has been obviously "nonspecific" in a sense different
from that for sensitization. It is very important to note,
therefore, that a numberof different types of "nonspecific"
enhancementsof responsesmayoccur yet not fulfill the re-
quirements for conditioning.

All of the conditions specified in the working defi-
nitions given aboveare not of equal importance. Manyauthors
do not include all these conditions in their definitions, and
we intuitively allow minor violations to occur without excluding
potential instances of classical conditioning. Optional re-
quirements of this type pertain to the exact i:i pairing of
CSand US, and to the time-course or trial-number conditions.
While fulfillment of these conditions is not mandatory, a
clear specification of such conditions in actual experiments
is desirable, if only to makethe procedure replicable, and to
allow the reader to evaluate them for himself.

Let us nowrun through the steps that demonstrate that
an apparent instance of learning meetsthe conditions speci-
fied for classical conditioning:

a) Identification of events that could serve as the

components of the model; assiqninq values in cri-

terion levels a etc. In practice, the events to be

called "CS," "US," "CRy" and "UR" must be desig-

nated. Further, the CS- US interval must be fixed,

and the following other conditions must be speci-

fied:

i) the direction and variability of the CS- US

interval;

2) the degree of resemblance required between

CR and UR:

3)

4)

the required change in frequency or pattern

of the UR;

the pattern over time or over trials, and the

extinction-course characteristics, if these

are to be included.

obviously some of these choices must be arbi-

trarily made for a given case.
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b) Demonstration that the CR meets the CR-UR resem-

blance criterion. The CR must satisfactorily re-

semble the UR if sensitization is to be ruled out.

c) Demonstration that in the absence of any one of the

specified factors, learninq does not occur. Con-

trols are used experimentally to demonstrate that

full conditioning cannot occur in the absence of

conditions postulated to be necessary.

This can be shown in two complementary ways:

l) Usinq the same stimulus (the alleqed CS) in

two ways. The CS is presented to one subject

group in the classical way while to another it

is presented with one or more of the conditions

altered (such as reversed order of CS -US pre-

sentation, or random occurrence instead of pair-

ing).

2) Usinq an additional and different stimulus from

the alleqed CS, and presentinq the alleqed CS

accordinq to the classical procedure. The ad-

ditional stimulus is presented as often as the

CS, and even during the same training period,

but with some condition of classical condition-

ing violated, such as pairing with the US.

These two experimental procedures have the same

goal, but they raise different practical problems.

The first requires that the populations be equiv-

alent on which the alleged CS is used in different

ways. This is usually done by matching of the

characteristics of the two populations that might

be different and relevant. The second procedure

raises an additional problem: stimuli may differ

in their potential for conditioning. To validate

the control procedure chosen, it is desirable to

show that the two stimuli (the alleged CS and the

"different stimulus" applied during the same train-

ing procedure) are both equally conditionable. The

usual way of doing this is to treat one stimulus as

CS for one population and the other stimulus as CS

for another population. Only if the stimulus

treated as CS in each population gives a CR accord-

ing to criteria and the stimulus treated as a con-

trol in both cases fails to do so, can the control

be considered adequate. Kandel used method (2) in
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his experiment showing what appearedto be an
analog of classical conditioning in Aplysia, (see

p. 141) but he did not demonstrate equivalent con-

ditionability of the control stimulus and the CS.

Several participants pointed out that this would

have been desirable or that, alternatively, he

could have used method (i). It is not necessary

to emphasize that an experimenter is not always

free to use a desired method; difficulties inherent

in the preparation, in equipment, or limitations of

time may make such demonstrations difficult even

when they have been carefully considered.

Most participants agreed that ruling out pseudo-

conditioning is particularly important in studies

of simple systems. However, the relatively non-

specific enhancement that would probably account

for the phenomena in pseudo-conditioning might be

important biologically and psychologically and

might be part of the mechanism used in assembling

the more "advanced" mechanisms of true conditioning.

d) Demonstration that no factors other than the ones

specified in the model could account for the chanqe.

This demonstration is much more difficult than the

positive demonstration described in (c), because

the problem is to rule out the operation of ini-

tially hidden factors. There appears to be no way

of proceeding logically in this demonstration. The

problem is to think of factors that might simulate

the conditioning phenomenology and then look for

them one by one. One can never be sure of having

exhausted all possibilities.

As learning becomes more complex, closer to

the familiar and well-studied, closer to the mam-

malian forms with which we have best rapport, it

is intuitively less plausible that some hidden

change could account for the phenomenon and mimic

learning. With simple types of learning, or ex-

amples in systems that have been harshly treated

(surgery, food deprivation, etc.), or in species

with which we have less rapport, it is quite

likely that some change produced in the organism

or environment that is not learning might account

for the observed change in response. These factors

can, for practical purposes, be divided into

environmental and organismic factors.
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l)

2)

Environmental factors, not much discussed at

this meeting, have been reported as possible

explanations of alleged learning in protozoa,

(Grabowski, 1939; Jensen, 1957, 1965). The

argument runs that the treatment of the orga-

nism causes either a change in the environment

(such as local CO 2 or temperature) or produces

the proximity of other individuals that can

modify response rate and mimic learning.

Organismic factors are even more diverse and

more difficult to categorize, anticipate, pre-

vent -- even to deal with theoretically. Common

sense and English usage more than logical neces-

sity compel us to exclude from learning those

behavioral changes that can be attributed to

aging, maturation, acclimation, change in sati-

ation, state of deprivation, motivation, stress,

attention, arousal, circadian and other rhythms,

fatigue, changed activity level, modification of

receptors or effectors, miscellaneous unknown

effects of the surgery used to produce a sim-

plified system, etc. Some of these have been

mentioned above -- and were stressed in the work

Session, especially by McCleary.

Control procedures mentioned in the literature

or considered at this meeting, once such a factor

is considered plausible, consist in the experi-

mental manipulation of the factor during a con-

ditioning experiment, if it can be brought under

experimental control. If the factor does, in fact,

modify behavior in a direction that suggests it

could simulate learning, it may be differentiated

by comparing the response over time, over trials,

or the post-treatment time or trial pattern with

those of conditioning. For instance, maturation

may influence a response rate that could also have

been produced by conditioning. Although maturation

cannot be prevented, the temporal pattern of its

effect on the response can be studied both in the

absence of the conditioning program and in its

presence at different stages in the maturational

process.

Similar methods of demonstrating the inde-

pendence of conditioning from other influences on

behavior may be possible when the alternate
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influence is identified, but there is an additional
problem in identifying such factors. A numberof
participants, particularly McCleary, emphasizedthe
importance of knowing the wholebehavioral reper-
toire of the experimental animal's species if in-
terpretation of learning experiments is to be use-
ful. It is obvious that the behavior of relatively
little-known invertebrates maybe influenced by un-
suspected factors, (e.g., intrinsic tidal rhythms,
gonadal state, nutritional state, pheromones)and
that the surgical manipulations involved in simpli-
fying systems create preparations whosebehavioral
repertoire maybe influenced by factors we have not
yet identified.

e) Demonstration that the apparent effective stimulus

is, in fact, the effective stimulus. In experiments

involving learning by complex organisms in complex

environments, it is not always certain that the in-

put the experimenter considers to be the effective

input is, in fact, that used by the learning orga-

nism in the modification of its behavior. Several

possibilities must be considered:

l) The organism reacts not to the input identified

by the experimenter but to some concomitant

event (e.g., noise of switches or camera shut-

ters) possibly mediated by an unsuspected

sensory channel.

2) The stimulus is apparently simple, but in fact

the animal is influenced by some subset of com-

ponents in the stimulus display.

3) The effective components of the stimulus situ-

ation drift during the experiment so that late

in the learning trials behavior is influenced

by inputs different from the initial ones.

4) There is an "occult tie" between stimuli so

that the effects of one are effects of another

even without pairing.

These considerations are important in learning

experiments because if we do not identify the ef-

fective stimulus, it may be present when we believe

it to be absent and vice versa. The conditions

specified by a learning model therefore may not be
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f)

fulfilled. When we consider classical-conditioning

experiments from this point of view, we must examine

the alleged conditioned stimulus, the unconditioned

stimulus, and any control stimuli to ascertain the

effective component.

Actual experimental procedures that demonstrate

the effectiveness of the identified stimulus cannot

help but use a negative argument:

l) Stimuli that could originate from instruments

or from personnel preparing or conducting the

experiment may be looked for and ruled out by

prevention, masking, or investigation of their

effects.

2)

3)

4)

Stimuli that can be simplified by using only

part of a display can be studied by comparing

the effects of the whole and partial displays.

Drift in stimuli can be looked for and analyzed

experimentally, if possible.

Occult ties can be tested for by applying single

stimulus categories and looking for effects on

other stimulus-response patterns that have not

been elicited. This problem may sometimes be

equivalent to a search for "nonspecific" stimu-

lus effects.

Demonstration that the apparent response is the one

actually influenced by the learninq procedure.

Since the behavioral repertoire of an organism is

greater than is self-evident from study of an

arbitrarily identified action, unidentified re-

sponses may actually be conditioned. For example,

Luco showed (Section III, above) learning to clean

antennae in the amputated cockroach is actually

learning to stand on three legs. This problem is

perhaps not as serious for classical conditioning

as it is for instrumental conditioning, since in

the former the timing of the reinforcement is not

dependent on correct recognition of the response,

and any response that appears to be conditioned by

the chosen criteria is probably conditioned in an

important sense, even if it is not the only re-

sponse that has been conditioned. It is possible

that this problem is more relevant in the case of
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false negatives in which wemistakenly believe no
conditioning has occurred, becausewe have not
identified the response that has in fact been
conditioned.

Muchof the WorkSession discussion of controls for
sensitization and backwardconditioning cameduring the pre-
sentation of Kandel, whobelieves that one cannot discard as
irrelevant any alteration in behavior seen in the backward-
conditioning test (USprecedesCS); he views backwardcon-
ditioning as a perfectly respectable specificity to pairing,
and therefore a kind of conditioning. Eisenstein replied that
there is an important distinction to be madebetweeneffects
that are due to storage ability based on temporal patterning,
and those summationeffects due to increasing numbersof stim-
uli impinging on the system. Heasks of the backward-condition-
ing test not whether one procedure gives conditioning and the
other does not, but whether the systemis able to makea dif-
ferential response to the samestimuli as a function of their
sequence. Although using a clear operational distinction be-
tween them, he asserted that since the underlying mechanisms
are unknown,weare in no position to claim that basically
different mechanismsunderly backwardconditioning, forward
conditioning, and sensitization. For example, if RNAis the
molecule coding behavior, it maybe simply coding differently
for backwardand forward conditioning and sensitization, while
using essentially the samemechanism. Kandel agreed, saying
that he placed less emphasison the phenomenathat showspeci-
ficity than on those that do not, since the latter are more
easily studied. He feels that while specificity is very in-
teresting and psychologically very important, a long-lasting
phenomenonthat can be specified at the cellular level, even
though nonspecific, maynonetheless prove to be quite relevant.
It is likely that the specific phenomenonmaypartake of some
of the mechanismsof the nonspecific one, either by complex
neural circuitry or by cellular change.
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IX. DISCUSSIONOFHYPOTHESESANDINTERPRETATIONS

Hoyle introduced a discussion of two alternative hypo-
theses for the organization of patterned performance that
might be called the "motor-tape" and the "sensory-tape" hypo-
theses. According to the motor-tape idea, the animal pre-
programsits motor commands.Thus, detailed peripheral feed-
back confirming that each movementhas in fact been performed
is unnecessary. It assumes,speaking anthropomorphically and
in terms of evolution, that certain patterns of efferent im-
pulses will achieve certain movements. By contrast, the
sensory-tape idea assumesthat the animal uses an error-
operated system in which impulses in proprioceptive afferent
nerves inform the central nervous system of peripheral events;
this input is then comparedwith a stored information pattern
(sensory tape) of what is desired, and any mismatch results in
corrective output.

The sameissue arises in species-characteristic, un-
learned, or instinctive behavior. Over the last several years
Hoyle has been studying patterns of neural activity during
locomotion, mating, egg-laying, and other acts in insects; his
data indicate that the cricket's singing is motor-tape oper-
ated, while egg-laying, courtship movementsand certain other
actions are muchmore dependenton proprioceptive feedback
(i.e., sensory-tape operated). Wilson's (1961) data showthat
flight movementsin locusts are motor-tape operated. For most
activities in most animal species, however, we do not know
which system is used. Whena spider spins its web, does it
switch on a tape that automatically sends out commandsin a
fixed pattern, or does it start in someway and continuously
comparethe actual input from its leg receptors with a stored
tape of the sensory input it should be receiving from the
growing web? Data is generally not forthcoming, especially
for learned movements.

Instinct vs. Learninq

Hoyle supported the hypothesis that the mechanisms of

innate and learned behavior are basically the same. Accord-

ing to him, work upon one of these, for example motor vs.

sensory tapes in instinctive actions, is immediately relevant

to the other -- for example homing or shock avoidance.

The proposition that these two broad categories of be-

havior are basically similar, while certainly never neglected,

deserves new attention. It is, for example, diametrically op-

posed to the position of Lorenz (1965) whose book should be
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consulted for the contrary argumentsandreferences. Hepro-
vides a stimulating and vigorous defenseof the distinction
betweenevolutionarily selected, genetically fixed behavior
and that selected and fixed during the life of the individual
as a result of its experiences. Lorenz provides a critique
both of alternative views of "behaviorists" and':ethologists ''
and of the value and limitations of the deprivation experi-
ment to test the hypothesis that a given activity is innate.
His argumentsare cogent and relevant to the present confer-
ence inasmuchas we have struggled to define learning, and
have in large measureendedup defining by exclusion. Hebb
(1949) and others have questioned the validity of the dicho-
tomy of behavior into innate and learned on the ground that
each can only be defined by the exclusion of the other. At-
tacking this position, Lorenz argues that both are defined by
the sources of the information that is fed into the organic
system. By interaction of the species with its environment
during evolution, and by mutation and selection (trial and
success), the species gathers information and stores it coded
in the form of chain molecules and its genome. By interaction
with the environment, the individual acquires information and
reacts in two ways: one is the immediate response to stimuli
according to inbuilt programswithout changing those programs;
the other is the usually adaptive modification of the machin-
ery. Wemayquarrel with this unduly simple division, (which
results in an unreasonably broad definition of learning as
any adaptive modification of behavior) since this lumps to-
gether with bona fide learning the moredoubtful "learning"
phenomenaof acclimation, maturation, healing, setting of bio-
logical clocks, and the like. Apart from this quibble, which
he feels could sharpenand augmentLorenz's argument, and his
objection (discussed elsewhere, p. 171) to the over-dependence
upon the word "adaptive," Bullock, amongothers, feels the
thesis of Lorenz's book is eminently justified and places the
distinction between the innate and learned on a solid basis.

The relevance to the meeting goes further than this.
As Lorenz has stated:

"Manymodernethologists, particularly publish-
ing in English, contend that the term innate is
not only useless but heuristically harmful. They
assumethat phylogenetic adaptation and adaptive
modification can be added to andmixed with each
other in any behavior mechanismhoweverminute and
elementary. For this reason they regard it as
hopeless and even dangerousto try separating, in
experiment or thought, innate andlearned elements
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of behavior. Even if, for example, a stickle-
back lacking all previous experience with a
rival fights a modelwhich is red underneath
at first sight, this behavior cannot be called
innate becausesomeof its componentsand pre-
requisites, such as swimmingmovementsor point
discrimination on the retina, mayhave under-
gone adaptive modification during ontogeny."

Sharply challenging this defeatist and uncalled-for
position Lorenz continues that the deprivation experiments
need not be concernedwith all the prerequisites of normal
phenogenyso long as they do not contain the information whose
source is being investigated:

"Whateverwondersepigenetical phenogeny
mayperform, for instance, in the ontogeny of
a stickleback, it cannot possibly extract from
the factors indispensable for healthy growth
(light, oxygen, sufficient food, etc.), the
information that the rival that must be fought
is red on the underside."

He goes on to criticize another view which amountsto an illog-
ical mutual exclusion of the innate and learned. Finally,
Lorenz offers rules for ensuring that a deprivation experiment

will clearly provide an answer. If the information clearly

contained in the behavioral adaption to an environmental given

is made inaccessible to the individual's experience, and if

under these circumstances, the adaptedness in question remains

unimpaired, we can assert that the information contained in

the genome (i.e., the behavioral pattern) is innate. The rules

are interestingly reminiscent of those given above for estab-

lishing a behavioral pattern as belonging to a certain class

of learning.

All this makes the issue particularly intriguing and

provocative whether or not, as Hoyle asserted, the basic phys-

iological mechanisms of innate and learned behavior patterns

are actually similar. The similarity, of course, would apply,

if true, to the storage and readout mechanism but not to the

mechanism of acquiring and placing in storage. Certainly, as

Bullock and others at the Work Session agreed, we need detailed

knowledge of the way in which distinctive patterns are repre-

sented in the persistent mechanisms of the nervous system. In

the case of learned patterns, this would be of some, and per-

haps very large, relevance to the design and testing of can-

didate mechanisms for memory traces.
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Structure vs. Activity; Localization vs. Diffuse Distribution

According to one traditional dichotomy, the changes in

nervous tissue responsible for learning may involve either a

structural alteration in a certain place, or a dynamic shift

of ongoing activity in defined groups of neurons (Pringle,

1951).

The first alternative is often said to have been ruled

out by Lashley's (1929) experiment on ablation of different

regions of the cerebral cortex in rats. He reported that

memory was impaired by a large lesion in a given area, al-

though it survived a smaller lesion in any part of the same

cortical area. The second alternative, dependent on the notion

of continuous circulation of activity in neuronal circuits, is

often thought to be excluded by the survival of habits through

convulsions, hibernation, and even freezing.

The relevance of Lashley's experiment to the first hy-

pothesis seems rather direct, although there have been criti-

cisms that essentially limit its applicability to the particu-

lar species (rat) and task (maze-learning) used by Lashley.

Other criticisms, which abound, pertain primarily to his inter-

pretation in favor of "equipotentiality," but do not apply to

the present argument. Criticism that individuals use multiple

clues in different modalities and parts of the brain does not

undermine the conclusion above that this task cannot depend

on a grossly localized "engram" (persisting neural counter-

part), though it does imply that separate constituent memories

may be so parceled. However, the most cogent criticism in the

present connection is that while in search of the engram we

must also admit that these experiments could be explained by

a well-localized memory trace outside the cortex and in non-

specific effects of the cortical lesions ("mass action"), such

as motivation. The first class of hypotheses cannot really be

said to have been ruled out, although there is a large body of

evidence that seems to imply that specific memory traces ap-

parently are not stored in very localized sites.

The relevance of the convulsion and cold experiments

to the second class of hypotheses is also questionable. Ad-

mittedly, we do not know by direct evidence that all relevant

activity is destroyed or silenced under these conditions.

However, a number of participants in the Work Session did not

lean upon this argument. Some, like Chorover, felt that the

circulating activity hypothesis should be considered as having

been excluded. Others, like Wilson and Hoyle, felt that it

could be formulated to permit the possibility of temporary
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silencing. It is not essential to Hebb's hypothesis (1949)
concerning cell assemblies or to Pringle's (1951) involving
coupled oscillators consisting of loops of neurons, that the
activity be uninterrupted. Thesemodels assumethat changes
in both the internally generated ongoing activity in each of
manyneurons, and in the synaptic transfer functions, enable
neurons to influence other neurons by degree. Both of these
can rest upon properties that could persist during silence or
convulsive periods. Chorover argued that these are then bas-
ically structural. The others replied that while this is true
on an ultramicroscopic level with respect to molecular features
that determine excitability and spontaneity, these changesneed
not be localized at an identifiable site in a gross or micros-
copic sensebut maybe distributed. The circuit of neurons
could thus be the least element representing the stored infor-
mation.

The foregoing refers to the degree of localization.
There was less discussion concerning the degree of redundancy;

it was apparently assumed that memory engrams are diffuse by

reason of wide distribution in reduplicated traces. Lashley

(1929) concluded that: ". . the equivalence of different

regions in the cortex for retention of memory

points to multiple representation. Somehow,

equivalent traces are established throughout

the functional area . . perhaps in complex

patterns of reverberatory circuits, reduplica-

ted throughout the area."

There seems to be little positive evidence in favor of

such specific reduplication in the sense of true redundancy,

and Lashley's equivalence of different areas of cortex in the

rat maze-learning experiments can be interpreted in at least

two other ways, as mentioned above.

In discussing the actual changes with learning, Kandel

re-emphasized that even if a completely biochemical mechanism

of storage exists (which he considers likely) it will ulti-

mately manifest itself again in electrophysiologically demon-

strable terms. Schmitt agreed, but took issue with Kandel's

statement that the closer one works to the electrophysiology

of the nervous system, the closer one is to its total analysis.

He doubts that electrophysiology can ever succeed in fully in-

terpreting basic mechanisms, for the bioelectric parameter,

including signaling, is itself the product of more elementary,

yet unknown biophysical and biochemical processes at molecular

and submolecular levels. Edelman likened the electrophysiolo-

gist's nervous system to a field operational amplifier; one
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must understand the components if one is to discover the
principles on which the total assemblageworks.

191

Neural Correlates of Memory Trace

Most workers would probably agree at the present with

the minimal statement that the neural correlate of the memory

trace must involve structural changes, (defined in the broad-

est sense) including either microscopic (microns), submicros-

copic (dimensions of membranes, patches, holes, clefts, etc.)

or molecular (species, configurations, etc.) levels. These

changes represent the memory only when considered in a total

pattern distributed through some volume of nervous tissue and

number of neuronal units, with some redundancy of greater or

lesser degree in different cases. Each of the three levels

referred to seemed highly probable to some of the investiga-

tors.

Schmitt raised the questions of the minimum essential

circuitry, the locus of learning in the net, and the extent

of the interconnection in which some kind of learning occurs.

Hoyle answered that one could start by ruling out the cell

bodies, at least in insects, since all the transactional events

occur in the dendritic elements. Although this provoked a

general discussion, Schmitt received essentially no answer

beyond this.

The substance of the participants' discussion of molecu-

lar possibilities forms a separate section below (p. 195).

Contemporary evidence at the light-microscopic and elec-

tron microscopic levels certainly does not rule out changes in

diameter and number of fine branches of dendrites or axons; in

number or area of synaptic knobs, contacts, glial relations,

membrane appositions, etc., or in their orientation with re-

spect to one another. In fact, this offers one of the most

hopeful areas of fresh investigation, ripe for quantitative

treatment by electron microscopy, using the newer methods of

3-dimensional reconstruction from serial sections, introduced

chiefly by Sj_strand. Cohen reported that he is studying

serial sections of the cockroach neuropile with the electron

microscope and believes it will be possible to define at least

some synaptic areas on defined cells. Bullock added that the

insects and their allies are particularly good for such close-

grained anatomical study because their neuropile is so compact

and differentiated, ranging from crude haystacks to highly

ordered and repetitious fine structure. He shares the view

that mapping in detail, by serial reconstruction, is a
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worthwhile, feasible, and indeed urgent task, though enormous-
ly time-consuming at present.

Trujillo-Cen6z (1965) has done a detailed analysis of
a selected piece of neuropile, the visual cartridge in the
optic lobe of the fly, involving all the connections within
a considerable volumeamong20 specified neurons. That his
findings have been consistent from individual to individual,
with consequencesfor recent theories of motion perception,
points to the power of the method.

Cohenmentioned another approachwhich is being used by
Guthrie (1964) in Aberdeen: the injuring of afferents for
terminal degeneration effects. Although this degeneration is
not as apparent in the invertebrate as in the vertebrate neuro-
pile, it should be possible to follow it with the EM. Luco
said he has tried this without seeing any difference between
the normal and operated animals; Guthrie, however, is said to
find differences.

Although at the momentit seemsdiscouraging, Kandel
would like to keep in mind the electrophysiological approach
to mapping, using antidromic stimulation with electrodes in
two cells to show whether they are connected. Kandel, in col-

laboration with Coggeshall, has combined electrical with phar-

macological differences, and light microscope staining quali-

ties and electron microscopical texture to identify, map, and

characterize thirty individual cells and seven cell clusters

in the Aplysia abdominal ganglion. Details of dendrite branch-

ings and contacts with other neurons, while not yet worked out,

are within the ability of present methods.

Physiological as well as structural aspects of the mem-

ory trace were discussed. Even if no anatomical changes at

the microscopic or ultramicroscopic level could be found, we

might still find relevant parameters of molecular structure

that could vary. Kandel suggested the kinetics of transmitter

synthesis, mobilization, and release could be altered by ex-

perience. Other possibilities for labile processes are the

excitability of postsynaptic receptors, and the steps follow-

ing transduction of the chemical transmitter into the initial

response leading to local response, electrotonic spread, and

alteration of frequency of spike initiation at the trigger

locus.

An important feature of the prevailing view is that any

relevant transmission parameter altered in learning must be

distributed among many particular neurons in a way specific
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for the memory. Burke (1966) illustrates contemporary think-
ing in terms of neuronal circuit models for conditioning.

It should be added, too, that the frequently used term

"switch," in abbreviated discussions of the memory trace as a

connectivity change may, by conveying several different mean-

ings, be an intellectual trap. As its use originated among

neurophysiologists, it should be envisaged in the usual case

as a device that can be made to alter the transfer function

in any degree, that is, to change by graded slight amounts the

frequency of output train impulses to a given input train.

Switches are probably relatively seldom fully closed or open

and synapses are usually used to carry streams of arriving im-

pulses to influence bursts, trains, or streams of outgoing im-

pulses.

Considered in this light, the proposition seems sup-

portable that the memory trace mechanism for learned behavior

is the same as that for phylogenetically fixed patterns (i.e.,

instincts) in terms of physiological properties, the anatom-

ical basis for connectivity, and the degree, sign, and timing

of mutual influence between nerve cells. Therefore we can say

with respect to learning that establishing the basis for the

stored patterns of instinct will not help to establish which

of the many determinants of connectivity and interaction ac-

tually undergo change, or whether they are the same for all

kinds of learning and stages of consolidation.

The problems of where the altered loci that form the

neural basis of a memory trace are distributed have distin-

guishable aspects each with its own interest. One can be

stated thus: Given the minimal essential population of neurons

for a learned action, where among these are the altered loci?

This is the basic question of location of the engram without

the complication of redundancy. But there is reason to be-

lieve redundancy of some sort enters at least in higher ani-

mals. This poses additional questions: Is the engram redup-

licated in widely separated parts of the brain as Lashley con-

cluded? Even if not, how is it distributed among a mass of

supposedly largely redundant neurons? What is the role of

probabilistic operation in large populations involved in the

decision-making stages?

The Work Session touched upon the fundamental neuro-

logical question of probabilistic vs. deterministic operation

of higher nervous centers but could not deal with it in depth;

this report will likewise not attempt a significant treatment

of the problem, and the reader is referred to some discussion
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provided by Bullock (1957,1965); Brazier (1960); and Adey and
Walter (1963).

Role of the Neuron Soma

Hoyle triggered a general discussion of the significance

of the perikaryon or soma when he replied to Schmitt's ques-

tion, "Where is learning in terms of the neurons?" Hoyle as-

serted that one could start by ruling out the cell bodies, at

least in insects, because all transactional events occur in

the dendritic elements. The perikaryon is there to supply

trophic support and to keep the transactional and propagating

branches alive. Strumwasser noted that neurons are reputed

to exist which have an electrically excitable cell body that

in normal life probably never experiences an action potential,

i.e., is never invaded through the single-stem process from

the axon and dendrite branches.

Wilson thought it necessary to identify a neuron that

has actually learned, and then to determine whether the cell

body is necessary for learning to occur. This could be done

in crayfish, since its motor neurons have been studied and

their cell bodies can be removed without too much violence to

the ganglion. A positive result, that memory survives loss

of the relevant somata, would be clear-cut; but a negative re-

sult might simply mean the wound disrupted performance though

the memory trace remained.

Cohen stated that the role of the soma should not be

underestimated even in those neurons in which electrical ac-

tivity cannot be recorded; one should be cautious in saying

that such cells are not invaded electrically. They must also

be responsible for some metabolic processes resulting in the

production of substances involved in synaptic transmission in

the neuropile, and could therefore be used for many metabolic

studies. Kandel suggested that the metabolically interesting

change in the network may be in the presynaptic neuron.

As though to illustrate the experimental utility of the

soma, Tauc brought up a preparation employing the soma of cells

in Aplysia that is useful for studying the potentially impor-

tant phenomenon of desensitization to transmitter. In Aplysia,

cholinergic receptors are located on the soma of some cells.

If ACh is injected onto this membrane, desensitization occurs,

just as it does when transmitter is applied at the synapse and

stim_lation is repeated (Tauc and Bruner, 1963). One can

measure desensitization by the increase in the strength of

stimuli to multifiber preganglionic nerve that is needed to
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produce a given height of postsynaptic membranepotential
changeafter AChhas been applied in a quantity small enough
to produce no permeability change. There is a drastic effect
on the efficacy of the test shocksbut the system's sensiti-
vity to the drug decreases for about 20 to 30 minutes. Dur-
ing this test there is no reflection in the biophysical con-
stants of the membrane.

Role of RNA, Protein,and Certain Molecular Species

A considerable amount of attention has been directed

at a possible role of RNA, DNA and protein biosynthesis in

the learning process. The earlier literature has been reviewed

(Chamberlain, Rothschild, and Gerard, 1963; Dingman and Sporn,

1964; Gaito, 1966). A notable feature of the hypotheses to

date is the absence of definite propositions as to the way

these molecules might actually be involved.

The work of Agranoff and Strumwasser, aimed at testing

whether RNA may have a role in learning, has been mentioned

above. Agranoff presented a speculative model of the effect

on learning of puromycin blocking of protein synthesis (Sec-

tion V, above). It is based on the time factors observed in

the study of puromycin effects as well as the classical con-

ditioning requirement that CS must precede the US. The model

resembles a tape recorder with a short-term store, a long-term

store, a recording head, and an erasing head. Recording and

erasing occur constantly. A second recording head simply

transcribes from the short-term tape to the long-term tape.

It would seem, he suggested, that puromycin affects transcrip-

tion from some sort of short-term store to a long-term store.

Agranoff is concerned with further biochemical experiments.

In addition to protein inhibitor studies, he suggested trying

to specify anatomically specific relevant events by using

localized injections over different parts of the brain followed

by autoradiography.

Crain and Bornstein's application of immune allergic

encephalomyelitis serum to nervous tissue cultures has not yet

been applied to the study of learning, but Schmitt felt this

is of great potential interest. Since the action potential in

an axon can be blocked by application of antibodies to axo-

plasm, it should be possible to develop specific antibodies

against specific proteins which could be used to determine

further the significance of protein in learning.

Schmitt described his own work with Huneeus-Cox (Huneeus-

Cox , 1964; Huneeus-Cox et al., 1966; Schmitt and Davidson,
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1965), in which no less than 14 antigens were found in squid
axoplasm, from which one mayobtain 6 antibodies. This mix-
ture of antibodies, wheninjected into the axon under speci-
fied conditions, blocks action-potential propagation without
alteration of membranepotential. The protein involved has
not yet been isolated but this will probably be done.

According to Schmitt, there is a family of soluble
acidic proteins in neurons, globular proteins of ca. 25,000-
50,000 molecular weight. The combination of these proteins
in quarternary conformation dependson extraordinarily small
changesthat might cause them to interact. Thus these globular
proteins might form filaments or fibers by changeof one amino
acid residue. In principle, at least, they might form the so-
called structural protein of a membraneby similarly miniscule
alteration of the molecule. The nerve membraneclearly does
involve a structural protein, the nature of which remains to
be identified; in properties it mayresemble that of mitochon-
drial structure proteins. A mosaic of such protein molecules
in two dimensions could represent a code, a unique aggregation
of determiners in a plane that might be the neuronal membrane
itself or at a synaptic interface might determine the function
of the synapse. Schmitt emphasizedthat the current concept
of the synapse, in which there is a presynaptic fiber, a ter-
minal, a postsynaptic fiber, and a cleft (an aqueoussite
whereneurohumoris poured out whenthe impulse arrives), is
over-simplified in failing to take account of the role of
macromolecules,chiefly protein, which occur in the cleft and
are associated with synaptic membranes. Crain's model system
mayprovide an opportunity to test Schmitt's idea; namely, to
clarify the role of protein in synaptic function. If puromycin
were applied to a CNS tissue culture, and if it in fact delayed

or even inhibited completely the formation of synapses, it

might provide an indication of a way in which protein works.

Schmitt recalled J. Z. Young's saying that learning is

in nets and not in cells. This seems to implicate the dif-

ference between nets and cells, i.e., the junction. Schmitt

suggested that a recognition protein may exist that is char-

acteristic for neurons; it is this for which he is looking.

He emphasized that coding may involve a more sophisticated

concept than that RNA as RNA is somehow coding behavior in an

enormous net. If, however, one accepts the idea (as clearly

we must) that to put information into molecules we need poly-

mers, then the polymer must have a minimal number of monomers

and a conformational variance that permits this information to

be stored and to be read out. To Schmitt, the possibility

that small molecules may change the quarternary conformation



NeurosciencesRes. Prog. Bull., Vol. 4, No. 2 197

of these monomersis strongly suggestedby the experiments of
Curtis and others. Schmitt admitted that Curtis himself prob-
ably would not interpret in this way his results showing that
amino acids can change the hyperpolarization at synapses.

Schmitt proposed that the very simplest systems are
relevant, though admittedly the phenomenologymight be differ-
ent from that of higher forms. He referred to viruses and
their protein coat (essentially a monomolecularlayer of glob-
ular proteins), saying that it is not inconceivable to him
that molecular neurology might be practiced at this level.
For example, the empirical discovery that the application of
cytotoxic drugs permits transplantation of organs by muzzling
the immunological recognition system clearly showsthat the
molecular concept, once grasped, can be applied to problems of
lasting characteristics of cell membranes.

Cohenenvisions a presynaptic impulse as altering the
synthesis of RNAin the postsynaptic cell, which in turn is
responsible for increased synthesis of the enzymenecessary
for transmitter development. He sees this as a quantitative
phenomenon;namely, the production of greater amountsof a
substance already present. Cohenasked Schmitt to elaborate
on the notion that there is yet another way in which use, in
a postsynaptic cell, can be linked with protein production.

Schmitt explained that at the NRPWorkSession on The
Synapse(Robertson, 1965) Bodian demonstratedendings on den-
drltes which, although remote from the endoplasmic ribosomal
system, showedregular Nissl substancegathered around the
postsynaptic ending. At that meeting, Gray said that on most

postsynaptic endings a substance that seems to be RNA tends

to accumulate opposite the ending, this again being remote from

the biosynthetic center of the cell. They interpret these

accumulations as being the sites near the ending where some

substance that facilitates the flow of the impulse across the

junction is synthesized. Curtis obtains a strong change in

membrane polarization by injection of d-glutamic acid upon a

synapse in the cortex; Lipmann finds that acidic amino acids

inhibit protein synthesis in slices of rat cortex; direct

electrical stimulation also inhibits synthesis. Consequently,

Schmitt believes that liberation of compounds of this kind,

in the cortex at least, could change the biosynthetic patterns

(proteins). Strumwasser suggested that Bodian's sites might

serve to destroy the transmitter.

Bullock emphasized that in most animals, the site in

the cell body of protein production is far away from the pre-
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sumed locus of stored information. Schmitt said that while

the protein produced at the terminal is unknown, the soma is

the site of synthes_ of protein that moves down the axon. Cohen

did not consider the axon's length to be critical, since he

finds that when a neuron is injured near the end of the axon,

changes soon occur in the soma. Schmitt agreed that informa-

tion of this kind is passed fairly rapidly along axons.

Eisenstein suggested that the experiments done by Eccles

(Bullet et al., 1960; Eccles et al., 1962) and by Weiss (1941)

on modulation and myotypic specificity may be important in

uncovering axoplasmic processes that may play a role in the

modifiable behavior such as learning. Eccles has crossed motor

fibers to red and white muscle in young cats and changed the

electrical and biochemical specificity of the muscle.

Eisenstein assumes that both types of synapses are ACh-mediated

or, if not, that this effect is due not to transmitter alone

but to some X-substance moving down the axon. Weiss has shown

that by crossing motor fibers of flexor and extensor muscles,

he can cause changes in their central connections. Eccles, in

turn, has recorded postsynaptic potentials in the cord and

shown that when flexor and extensor motor neurons are crossed,

apparently the proprioceptive feedback from these muscles is

changed. To Eisenstein, the evidence is more than suggestive

that changes in the cord result from postsynaptic changes

across the neuromuscular synapses.

Agranoff called attention to the subject of phospho-

lipids, which he thought should be mentioned because as the

other, non-protein part of the neuronal membrane, they might

have a part in coding. Since unit membranes can be mosaic

structures, changes in charge of the phospholipids might change

the synapse in some way that involved recognition.

Schmitt compared the situation in study of learning to-

day with the early days of study of muscle physiology. At

one time it was assumed that lactic acid caused muscle con-

traction since contraction stopped in anaerobiosis; if oxygen

were added, the "oxygen debt" was supposedly paid immediately.

Therefore, it was assumed tha_ in fact, lactic acid pulled

molecular triggers in muscle to make it contract. Because of

this wrong inference, people started to draw models in which

elongate proteins collapsed as a function of pH, etc. Then

came phosphagen and ATP and the search for what was called

the "primary process" in muscle; the physical process causing

contractility, as contrasted with slower recovery processes,

was pushed further and further back. We now know that muscle

contraction depends on interactional parameters between two



NeurosciencesResoProg. Bull., Vol. 4, No. 2 199

specific proteins, myosin and actin, and that conformational
factors are involved. The delayed energy-transferring
reactions do not in the first instance produce the overt phe-
nomenon. The lessons learned from the history of muscle phys-
iology and its conceptual revolutions canbe applied to the
problem of learning and permanentstorage today: the primary
immediateprocess should be identified if possible and disen-
tangled from associated processes including those of energy
transfer.

Kandel replied that perhaps 20 years from now someone
will use this exampleto describe work donetoday, but in the
meantimeour imperfect pathwaysare still better than the ones
of years ago.

Role of D-C Potentials

Quarton brought up the subject of d-c potentials and

asked whether work with an electrode in one part of a ganglion

might show that shifts of d-c potential can be significant in

selection of certain pathways for learning. According to

Kandel, he and Tauc have tried passing current between the top

and bottom Aplysia ganglia, but their results have been in-

conclusive because of technical problems. Earlier work, for

example, by Auger and Fessard (1929) and Hughes (1952), has

shown that crude overall polarization of a ganglion in an in-

tact insect alters the flexion-extension movements of the legs

in a coordinated quasi-normal way, and in the opposite sense

for the two polarities. This suggests that current-direction

sensitive parts of the neurons are not oriented haphazardly

and that the general fields of d-c in the tissue might be in-

fluential in favoring some output patterns in certain cases.

Tauc expressed his belief that such a polarizing current could

cause an increase or decrease of the synaptic input. When

asked by Quarton if one could look for d-c shifts regionally

as a consequence of selection of one pathway rather than an-

other, Kandel replied that he and Tauc believed presynaptic

interaction to be responsible in Aplysia. Although he cannot

specify what is happening in the presynaptic terminal, by an-

alogy with the effect of polarizing currents at the neuro-

muscular junction, he would argue that perhaps hyperpolariza-

tion of the terminals is occurring. By passing polarizing

current, one may be hyperpolarizing terminals that happen to

be located in the field, and therefore increasing the amount

of transmitter that may be located there. There is reason to

believe that at neuromuscular junctions transmitter mobiliza-

tion is a function of the terminal potentials and that some

of these effects persist for some time after the current is
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turned off. Schmitt suggested that if the experiment were
done and the distribution of current were such that current
flowed through the cell, the negatively charged acidic pro-
teins which preponderate in neuroplasmwould be transferred
in the direction of the membraneand possibly be deposited on
it; the substances mentioned by Agranoff (which were almost
all electrolytes and manyof them cations) would be movedin
the opposite direction. It is therefore possible that specific
molecular information might be involved.

Time Factors in Memory; Consolidation

Several distinct time factors are involved in learning,

some of them peculiar to certain subclasses of learning. Only

a few were explicitly discussed at the Work Session. The ques-

tion arose whether in order to call a given behavior modifi-

cation "learned," there must be a minimum duration of persis-

tence of the modification. The psychologists were generally

unwilling to set an arbitrary minimal duration of memory. They

preferred to think of there being both short-lasting and long-

lasting memories.

Bullock, however, believes that when people commonly

use the words "memory" or "learning," the phenomena are usually

thought of as having a relatively lasting quality on some ap-

propriate scale. Regarding the time scale, he referred to the

elegantly simple preparation of the isolated crayfish stretch-

receptor neuron with its single synaptic input, an inhibitory

axon. When suitably stretched, this sensory neuron fires

"spontaneously" at a predictable rate. The intervals between

firings are altered if an inhibitory impulse is elicited by

a stimulator controlled by the last sensory neuron spike after

a preset delay (contingent reinforcement) and this effect is

different if the inhibitory input is non-contingent. This ex-

ample would seem to satisfy all the criteria enunciated for

instrumental conditioning, but the time scale is so short that

almost no effect remains one second after the last "reinforc-

ing stimulus." We can hardly apply the term "learning" here,

but this common-sense criterion for learning does not appear

in the definitions defended.

Another situation in which a semi-arbitrary time scale

is essential is in the distinction between one-trial learning

(e.g., a bee finds food in a certain place and returns to that

place; a rat refuses to step on a grid that once gave it a

shock) and simple innate, directed responses to stimuli (un-

conditioned responses). The minimum retention time, and hence

the distinction, is not quite arbitrary, but is based on our
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general experience with similar animals. Just as a hawkmay
(presumablyinstinctively) direct its movementsfor somerather
short time period toward the site of a brief movement(stimu-
lus not maintained or recurring; no reinforcement), the bee
and the rat direct their movementsfor a longer time (hours or
days) relative to a brief stimulus even without recurring in-
put or reinforcement. This is not to argue that the two are
equivalent or that the apparently arbitrary time difference
is not significant. Bullock agrees with Lorenz that there is
a fundamental difference betweenbehavior fixed by evolution
and that fixed by experience, though mixtures of them are
common.

Schmitt asked for a discussion of the time parameters
related to fixation or consolidation of memories. McCleary
presented the following figures for the time required in sev-
eral cases although he first expressed the opinion that this
is not critical for the study of memory: Consolidation takes
15 to 20 minutes in the (1963) hamsterexperiments of Chamberlain,

Rothschild, and Gerard on spinal cord retention. Deutsch and

Deutsch (1966), after reviewing studies employing electro-

convulsive shock (ECS) as an amnestic agent, conclude that,

with this technique, consolidation seems to be complete by ap-

proximately one hour. On the other hand, ether anesthesia has

no amnestic effect if administered more than 5 minutes after

learning, pentobarbital anesthesia can produce amnesia i0

minutes after learning, and a Metrazol convulsion is effective

in producing retrograde amnesia for tasks learned as long as

4 days previously (Pearlman et al., 1961). A still longer

estimate of consolidation time is provided by Flexner, et al.,

(1963) who produced a 6-day retrograde amnesia in mice by in-

jecting puromycin into the hippocampus and entorhinal cortex.

In man, of course, retrograde amnesia following head trauma

can extend back months and even years. Estimates of memory

consolidation time obtained in this way thus are seen, unfor-

tunately, to be highly dependent upon the agent that disrupts

the memory process.

Chorover found this discussion of the "duration of con-

solidatio_'to be somewhat misleading. He does not agree that

by charting the temporal characteristics of memory interfer-

ence produced by different agents one can specify the neces-

sary and sufficient time for "consolidation" to occur. On

the contrary, he believes all that a detailed temporal analysis

of the effects of a given treatment can show is the necessary

time interval that must elapse between training and treatment

in order that no memory interference be produced. To him it

is obviously unwarranted to conclude, further, that this in-
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terval defines the time sufficient for "consolidation" to be
completed. In his view of variation in the duration of
retrograde amnesiaproduced by manydifferent treatments, the
idea of a unitary, single-stage consolidation process must
be wrong. As an alternative, he suggested that different
treatments interfere, more-or-less selectively, with differ-
ent stages of a continuous process of indeterminate length.
Becauseeach stage of the process is presumablymediated by
a somewhatdifferent mechanism,a treatment that interferes
with one stage maynot interfere with another. Since the
process is a sequential one, an equivalent degree of terminal
interference can be produced by different agents acting at
different times. As a concrete example, he noted that the
duration of ECS-inducedretrograde amnesiamaybe as brief as
a few seconds (Chorover and Schiller, 1965; Schiller and
Chorover, 1966b; Quartermain et al., 1965; Lee-Tengand
Sherman,1966; Paolino et al., 1966), while that produced by
various drugs maybe muchmore prolonged (Flexner et al.,
1963; Barondesand Cohen,1966; Agranoff et al., 1964,1965;
Paolino et al., 1966). His point is, of course, that as we
learn more about time-course and modeof action of the vari-
ous individual amnestic agents, we will be increasingly able
to specify the mechanismsunderlying successive stages of
neural information processing.

Kandel also protested that all these periods of learn-
ing are defined by periods of amnesia; this, however, is only
one dimension of the duration of learning. Hoyle felt it was
meaningless to discuss absolute terms becauseof the varying
lengths of normal life spans of lower animals. He said that
in principle, we are not concerned with whole animals at all
but with a process that can occur in a bit of nervous system.

Agranoff pointed out that goldfish retain sometasks
and not others; even in the tasks involving what is called
"permanentmemory"there seemsto be a short-term and long-
term component,which he has showncan be chemically separated.
There was somediscussion of the significance of convulsive
shock in studies of memory. Chorover noted that unless a
given experiment includes control for possible aversive ef-
fects of an amnestic treatment, it is unwarranted to conclude

that behavioral disruption is due to memory interference.

Such controls provide the only basis for resolving a contro-

versy which has plagued this research area for many years.

Agranoff reminded the group that he obtained memory loss with

pre-trial puromycin injection, as well as with ECS.

Strumwasser cited the work of Lee- Teng and Sherman (1966)
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a one-trial learning situation in which a chick pecks at a

sponge or piece of cotton filled with water and learns to

avoid the sponge thereafter, until he is given gas anesthesia,

after which he forgets his aversion to the sponge. Strumwasser

interpreted this effect as perhaps producing a block in path-

ways that must be active for a certain length of time before

information can be stored; he feels that protein synthesis may

be only coincidentally involved. Agranoff expressed some con-

cern about the controls in that experiment.

Strumwasser took issue with Agranoff's statement that

he had demonstrated some interference with memory, saying that

Agranoff might be interfering instead with information process-

ing. There are many possible mechanisms that could be dis-

turbed without reaching the storage system. Agranoff explained

that he considers "fixation of memory" as an all-inclusive

term. Chorover said that the tendency to talk about short-

term (processing) and long-term (storage) mechanisms sets up

a misleading dichotomy between sequentially related events

along a continuum. What is clear is that at the start of

training, certain items of information (stimuli and/or rela-

tions between them) are absent from memory. Training consists

of assimilating and/or relating these items. After training

the items are present in memory, in some form. There are

hunches based on electrophysiological and biochemical data,

that there must be a sequence of events related to this pro-

cess. Surely neuroelectrical events cannot occur without some

sorts of information-processing changes indicated by the bio-

chemical events; but even if they could occur alone, they

could not account for long-term storage. One can interfere

with the electrical activity of the brain in a number of ways

without disrupting long-term retention; but interestingly, re-

latively recent events tend to be uniquely vulnerable when one

interferes with neuroelectrical activity.

Chorover suggested that there are no discrete steps be-

tween the transient electrical changes that accompany stimu-

lation, and the subsequent more-enduring complex neurophysio-

logical pattern of activity that finally leads to some lasting

structural change. Rather, there must be subtle transitions.

It is quite possible that the initial electrical events set

up conditions for the long-term changes, which themselves are

insensitive to interference, for example by ECS. One does not

thereby reconcile the time differences in effects of ECS and

puromycin by assuming that the first affects "short-term", and

the second, "long-term" memory. What seems more fruitful is to

infer the existence of a continuous sequence of closely related

events which eventually results in more-or-less permanent
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memorystorage. The interesting area to study is the potential
transition zone from transient neuroelectrical activity to
biochemical storage. Even the biochemical activity takes
time, which suggests that the times involved in protein syn-
thesis are relatively prolonged.

This differentiation was accepted by Schmitt, who said
that it is tacitly assumedthat ECSdoes have its effect on
propagation of impulses in nets; but he would like to see the
evidence. Hedoes not knowof an experiment in which the
equivalent of an ECShad been tried on firing neurons in a
simplified or partial system, in which someparameters can be
controlled. In such a relatively simple system as the tissue
culture of Crain, in which there are evokedpotentials with
characteristics of flow of action wavesin nets, Schmitt would
like to knowthe effect of imposedvoltages similar to those
seenby the nets in the brain as a result of ECS. Kandel said
that people have studied quite precisely transmembranechanges
during convulsions, and one would not expect this to be dif-
ferent in a simplified preparation. Quarton suggested, on the
contrary, that in ECS,local effects are compoundedat the
system level. Agranoff felt that another convulsive agent
would probably do the sameas ECS, causing everything to fire
(with utilization of ATPand glycogen), and making the amount
of energy for other activities rather low for a period of
time; this energy depletion could account, in a crude way, for
somedecrease in protein synthesis.

Strumwasserstated that one cannot resort only to bio-
chemical analysis to study fixation time; he knowsof no way
to find out howthe information process is being disrupted
without using someelectrophysiologic indicators. Chorover
asked if anyonehas identified enduring electrophysiologic
consequenceswith a reasonable time course. If one assumes
that information processing maygo on in neural nets for a
period of one-half hour or more, there should be someelectri-
cal evidence for this. Strumwasserpointed out that Hoyle has
been able to sustain the output of an axon for long periods of
time, 2 hours or so, at a muchhigher level than control value.

Chorover considered this an exampleof the difficulty
of using single units as models of learning. If one has a unit
in which someenduring changein output activity has been pro-
duce_, the unit is nowoccupied with that activity and cannot
be available for additional inputs that might be behaviorally
significant. Several voices were raised in dissent to this
statement. Chorover explained that he was actually expressing
the feelings that Deiter's cells, early in the sensory pathway
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for vestibular input, are an unlikely place to look for changes
specifically related to information storage. Howcould
subsequent information be incorporated if these changeshad
occurred peripherally? Or indeed, howcan any information be
acquired Sequentially on unrelated tasks? Strumwasseranswered
that a change's occurrence in a sensory pathway does not mean

that it is part of the learning pathway; there may be many

changes going on. The problem is to tell which ones are most

relevant.
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X. CHAIRMAN'S SUMMARY

At this Work Session several actual and potential
biological preparations were considered and comparedas con-
venient vehicles for the study of learning mechanisms. The
preparations discussed ranged from paramecia to the lower
vertebrates, although insects (particularly locusts and cock-
roaches) and molluscs (Aplysia) received the greatest attention.

Although in one instance a whole organism was used (goldfish),

and in another, a tissue culture (neonatal mouse cortex), by

and large the preparations consisted of surgically isolated

partial systems.

This Work Session, like most NRP Work Sessions,

served to focus attention on problems rather than to solve

them. Among the issues raised were the following:

i. Is there a definition of learning to which most

psychologists will agree, and if so, what is it?

The psychologists appeared to agree that they

disagree; there are many definitions, but none

has become canon. This is partly because it is

generally recognized that several distinct pheno-

mena are embraced by the term, each more readily

defined than the whole and each regarded as a

type of learning. The most satisfactory definition

among a number considered is that learning is the

process by which an activity originates in or is

changed through reacting to an encountered situa-

tion -- provided that the characteristics of the

change cannot be explained on the basis of native

response tendancies, maturation, or temporary

states of the _rganism such as fatigue, drugs,

acclimation, disease, or alterations in the recep-

tors or effectors (slightly modified from Hilgard).

The most satisfactory view includes as types of

learning: imprinting, one-trial learning, insight

learning, latent learning or exploratory learning,

habituation, classical conditioning, and operant

conditioning. Although the outer boundaries of

what should be considered learning may be in dis-

pute, the demonstration of conditioning, either

classical or instrumental, is generally accepted

to be a bona fide example of learning in whatever

organism it occurs. Difficulty often arises in

the critical use and specification of acceptable

operational criteria for applying the term "con-

ditioning." A detailed exposition of these
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criteria has been provided in this report for the

guidance of experimental design.

2. Is there a specific phyloqenetic point at which

learninq occurs? The answer to this obviously

depends upon one's definition of learning. How-

ever, despite reluctance to specify an arbitrary

point, the psychologists tended to agree that

learning in the form of conditioning occurs un-

questionably at the level of the annelids. While

it may possibly also occur below that point, our

ignorance of the behavioral repertoire of the

animals studied, coupled with our inability to

empathize with organisms considerably unlike our-

selves,makes convincing behavioral experimentation

extremely difficult. The equivocal reception of

planarian studies serve as a case in point. This

is the most cautious position represented. Some

participants, however, while not satisfied with

the demonstrations to date, believe on balance

that planarians and even sea anemones and some

protozoans exhibit plasticity within the broader

definitions of learning.

3. Is there a physically minimal system in which

learning occurs? Again, one's definition of learn-

ing is critical. The evidence permits the state-

ment that for operant conditioning the minimum

number of neurons that need be involved must be

smaller than a few hundred in insect ganglia and

it may well be only two or three neurons in Aplysia

ganglia for either operant or classical condition-

ing.

4. What preparations have been used with promisinq

results? Those discussed at this meeting include

the isolated ganglia of the marine gastropod

Aplysia; the isolated thorax or neurally isolated

single segment of insects (cockroach, locust);

the neurally isolated spinal cord or the decere-

brate brain stem and cord of lower vertebrates and

even mammals; tissue cultures of sizeable fragments

of cortex from young mammals (neonatal mouse); and,

for certain drug experiments, the intact fish.

5, What additional preparations appear to be worthy

of development? In the opinion of some, the cili-

ate protozoans, the coelenterates, and flatworms
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6.

merit continued attention particularly considering

our improved insight into their normal environmen-

tal stimuli and behavioral repertoire. While these

forms cannot readily be studied by present tech-

niques of intracellular physiology or by the iso-

lation of quantities of pure nervous tissue, some

may have special advantages, for example, their

tolerance for being whittled down. Together with

other lower groups such as echinoderms, rotifers,

nematodes, nemerteans, the simpler and sedentary

pelecypods, annelids, crustaceans and the like,

these lower species could give us a greatly improved

perspective on the types of learning and their

properties and requirements in more primitive ver-

sus derived forms. Comparative phenomenology is

much needed to guide the physiological and bio-

chemical studies. Preparations ready for new

physiological examination with the use of learning

paradigms include ganglia of annelids (polychaetes,

leeches, earthworms), ganglia of a range of gastro-

pods from the wide diversity available, ganglia of

the peripheral organs of cephalopods (for example,

the arms), and parts of vertebrates such as the

retina and spinal cord.

What do the neurophysioloqical and chemical studies

to date suqqest reqardinq the mechanisms involved

in learninq? Are memory traces widely diffused or

localized, redundant or unique, basically synaptic

or involvinq other parts of the neuron, primarily

due to chemical or to anatomical alteration? Are

they the same for apparently dissimilar forms of

learninq? Do the physical correlates of a qiven

type of learninq differ from species to species?

The questions raised are an indication of some of

the issues recognized at present: In addition to

those above, the alternatives of motor versus sen-

sory tapes form one active issue. Another issue

is whether instinct and learning are basically

similar or different in storage mechanism. The

question of whether memory traces involve struc-

tural change or maintained activity change appears

to be evolving in its formulation. The issue of

redundancy can be raised at microscopic level with-

in a limited group of neurons as well as at the

level represented by Lashley's reduplication. The

meaning of structural alteration has expanded to

several levels: those of the light microscope, the



NeurosciencesRes. Prog. Bull., Voi. 4, No. 2 209

electron microscope, and molecular configurations.
It can nowinclude the small shifts in normal fea-
tures that determine threshold, summation,facili-
tation, transmitter mobilization, release, and time
course, spike frequency, and the like. The role of
RNA,protein or particular molecular species remains
to be explained, and the possible role of d-c
potentials was little more than mentioned. The
issue of placing limits on the time span relevant
for learning was somewhatclarified by discussion
of extreme cases.
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